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Using Large Language Models (LLMs)

ChatGPT 4 v

Fix grammar: The company lunched a new

product last week 1) Via public & proprietary services

&) The company launched a new product last week.

3P S P
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Using Large Language Models (LLMs)

ol N Desktop —

|4 ~ litgpt chat checkpoints/meta-llama/Meta-Llama-3-8B-Instruct

Now chatting with Llama-3-8B-Instruct.
To exit, press 'Enter' on an empty prompt.

Seed set to 1234
>> Prompt: Fix grammar: The company lunched a new product last week

>> Reply: The correct sentence would be:

"The company launched a new product last week."

2) Running a (custom) LLM locally

Here's the correction:

* "lunched" should be spelled as "launched" (verb meaning to introduce or

release something new)
Time for inference: 3.08 sec total, 13.94 tokens/sec, 43 tokens

>> prompt: [l https://github.com/Lightning-Al/litgpt
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Using Large Language Models (LLMs)

ol N Desktop —

4 ~ litgpt serve checkpoints/meta-llama/Meta-Llama-3-8B-Instruct
File '/home/zeus/miniconda3/envs/cloudspace/lib/python3.10/site-packages/1
itserve/python_client.py' copied to '/teamspace/studios/this_studio/client

.py'

INFO: Started server process [56909] .

INFO: Waiting for application startup. 3) DepIOyIng a (CUStOm) LLM
INFO: Application startup complete.

INFO: Uvicorn running on http://0.0.0.0:8000 (Press CTRL+C to quit)

INFO: 127.06.0.1:502086 - "POST /predict HTTP/1.1" 268 OK

INFO: 127.0.0.1:50228 - "POST /predict HTTP/1.1" 286 0K

« M N Desktop —

In [1]: import requests, json

In [2]: response = requests.post(
"http://127.0.0.1:800808/predict",
. json={"prompt": "Fix grammar: The company lunched a new
: product last week"}
)

In [3]: print(response.json()["output"])

and using an LLM via a private AP

You are a helpful assistant.
user

Fix granmar: The company lunched a new product last week https://lightning.ai/lightning-ai/studios/litgpt-serve

assistant

The correct grammar 1is:
The company launched a new product last week.

The verb "lunched” 1i1s incorrect, and the correct verb to use in this cont
ext is "launched".

in [4]: |}
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https://lightning.ai/lightning-ai/studios/litgpt-serve

ChatGPT 4 ~

Fix grammar: The company lunched a new

product last week 1) Via public & proprietary services

&) The company launched a new product last week.

P <

(+ N N Desktop —

|4 ~ litgpt chat checkpoints/meta-l1lama/Meta-Llama-3-8B-Instruct
Now chatting with Llama-3-8B-Instruct.
To exit, press 'Enter' on an empty prompt.

Different use cases &
trade-offs

Seed set to 1234
[>> Prompt: Fix grammar: The company lunched a new product last week

>> Reply: The correct sentence would be: 2) Runnlng a (CUStOm) LLM IOCa”y

"The company launched a new product last week."
Here's the correction:
* "lunched" should be spelled as "launched" (verb meaning to introduce or

release something new)
Time for inference: 3.08 sec total, 13.94 tokens/sec, 43 tokens

(I use all of them)

Desktop —

requests,

response = requests.post/(
"http://127.0.0.1:8000/predict",
json={"prompt": "Fix grammar: The company lunched a new
product last week"}

| 3) Deploying a (custom) LLM

In [3]: print(response.json()["output"]) . . .
& using an LLM via a private API

You are a helpful assistant.
user

Fix grammar: The company lunched a new product last week
assistant

The correct grammar is:

The company launched a new product last week.
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What goes into developing an LLM like this?
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Developing an LLM

STAGE 1: BUILDING

1) Dat g N ( A
) Da 2 2) Attention 3) LLM
preparation . |
& sampling mechanism architecture
\- J U ) U y

v !

Building an LLM
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Developing an LLM

STAGE 1: BUILDING STAGE 2: PRETRAINING
4 N ) ~ N\ N ( )
1) Data .

) Datz 2) Attention 3) LLM 5) Training | | 6) Model /) Load
preparation hani hitect . pretrained
& sampling mechanism architecture loop evaluation weights

- J J L v, . ] J L _ J U - _J

N

(4) Pretraining)
Building an LLM —_—

Foundation model
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Developing an LLM

STAGE 1: BUILDING STAGE 2: PRETRAINING STAGE 3: FINETUNING
( N ( h 4 N\ ( N ( ) Dataset with class labels
preparation mechanism architecture | evaluation pretrained 8) Finet )
k& sampling _ )L y . o?p JU | ’ welghts inetuning

!

(4) Pretraining)
Building an LLM —_—

/ m
Foundation model

\ Personal assistant

9) Finetuning

Instructlon dataset
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BUILD A

https://mng.bz/M960

Sebastian Raschka

https://github.com/rasbt/LLMs-from-scratch

I. MAKNING

(Most figure source)
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Stage 1: Building



Let’s start with the dataset!

STAGE 1: BUILDING

1) Data
preparation
& sampling

Building an LLM
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The model I1s simply (pre)trained
to predict the next word

"
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Next word (/token) prediction

Sebastian Raschka ACM Tech Talk 2024 16



:Z’r:ple: LLMs learn to predict one word at a time
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:Z’r:ple: [LLMS] to predict one word at a time

1\

Target to
predict

Input the LLM

receives The LLM can’t access

words past the target
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Sample 1 [LLI\/IS] to predict one word at a time

Sample 2 [LLI\/IS Iearn] predict one word at a time
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Sample 1

Sample 2

Sample 3

Sample 4

Sample 5

Sample 6

Sample 7

Sample 8

Sebastian Raschka

(LLMs J(learn) to predict one word at a
(LLMs learn)(to Jpredict one word at a
(LLMs learn to|(predict] one word at a
(LLMs learn to predict|( one Jword at a
(LLMs learn to predict one [word] at =
LLMs learn to predict one word| at)a
(LLMs learn to predict one word at](a]time
(LLMs learn to predict one word at alltime

time

time

time

time

time

time

ACM Tech Talk 2024
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Batching

Sample text

"In the heart of) the city stood the old library, a relic from a bygone era. Its

stone walls bore\the marks of time, and ivy clung tightly to its facade ..."

J

x = tensor([[ \ "In" “the" "heart", "of" 1,
Tensor " _ "the", "city", "stood", "the" ],
containing - "old", "library", ",", "a" 1,
the inputs i 11D
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Batching

Sample text

Sebastian Raschka

~~/
"In the heart of

\_

the city stood thejold library, a relic from a bygone era. Its

stone walls borel\the marks of time, and ivy clung tightly to its facade ..."

J

X = tensor([
Tensor /

containing
the inputs

"In", “then
"the", "C-i.ty",

"old", Tibrary", ",", a
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Batching

Sample text

~( )
"In the heart of the city stood thelold library, ajelic from a bygone era. Its

stone walls bore the marks of fime, and ivy clung tightly to its facade ..."

L _
/x = tensor([[ "In", “the", "heart", "of" 1,

Tensor C "the", "city", "stood", "the" ],

containing " ( "old", "library", ",", "a" 1,

the inputs i 11D
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Batching

Sample text

~( )
"In the heart of the city stood thelold library, ajelic from a bygone era. Its

stone walls bore the marks of fime, and ivy clung tightly to its facade ..."

L _
/x = tensor([[ "In", “the", "heart", "of" 1,

Tensor C "the", "city", "stood", "the" ],

containing " ( "old", "library", ",", "a" 1,

the inputs i 11D

(Common input lengths are >1024)

Sebastian Raschka ACM Tech Talk 2024 24



How do LLMs generate multi-word outputs?

Iteration 1
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How do LLMs generate multi-word outputs?

Sebastian Raschka

Create the next
word based on the
input text

Iteration 1

‘ “This is” ‘

Output layers

( Preprocessing steps ]

T

( Input text J

‘ “This” ‘

Iteration 2

‘ “This is an” ‘

Output layers

( Preprocessing steps ]

|

( Input text J

‘ “This is” ‘

/

The output of the

previous round

serves as input to
the next round

ACM Tech Talk 2024
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How do LLMs generate multi-word outputs?

Iteration 1 Iteration 2 Iteration 3
Create the next

word based on the

input text ‘ “This is” ‘ ‘ “This is an” ‘ ‘ “This is an example” ‘

Output layers Output layers

Output layers

( Preprocessing steps ] ( Preprocessing steps ] ( Preprocessing steps )

T | T

( Input text J ( Input text J ( Input text )

‘ “This” ‘ ‘ “This is” ‘ ‘ “This is an” ‘

/

The output of the

previous round

serves as input to
the next round
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There’s one more thing: tokenization

Sebastian Raschka

Input text:

Tokenized text:

Token IDs:

This

40134 |

This is an example.

IS

2052

example

389

12

ACM Tech Talk 2024
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Text sample with
unknown words

Unknown words are " Akwirw ier"

tokenized into individual

characters or subwords /// \\\
Tokens: Ak J "ler"

Token IDs: [33901][ 86 J[ 343 ][ 86 J[ 220 ]{ 959 ]
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The GPT-3 dataset was 499 billion tokens

Sebastian Raschka

Quantity Weight in Epochs Elapsed when
Dataset (tokens) Training Mix Training for 300B Tokens
Common Crawl 410 billion 60% 0.44
(filtered)
WebText2 19 billion 22% 2.9
Books 12 billion 8% 1.9
Books2 55 billion 8% 0.43
Wikipedia 3 billion 3% 3.4

Language Models are Few-Shot Learners (2020), https://arxiv.org/abs/2005.14165

ACM Tech Talk 2024
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Llama 1 was trained on 1.4T tokens

Sebastian Raschka

Dataset Sampling prop. Epochs Disk size
CommonCrawl 67.0% 1.10 3.3TB
C4 15.0% 1.06 783 GB
Github 4.5% 0.64 328 GB
Wikipedia 4.5% 2.45 83 GB
Books 4.5% 2.23 85 GB
ArXiv 2.5% 1.06 92 GB
StackExchange 2.0% 1.03 78 GB

Table 1: Pre-training data. Data mixtures used for pre-
training, for each subset we list the sampling propor-

tion, number of epochs performed on the subset when
training on 1.4T tokens, and disk size. The pre-training
runs on 1T tokens have the same sampling proportion.

LLaMA: Open and Efficient Foundation Language Models (2023), https://arxiv.org/abs/2302.13971

ACM Tech Talk 2024
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https://arxiv.org/abs/2302.13971

Llama 2 was trained on 2T tokens

“Our training corpus includes a new mix of data from publicly available sources,
which does not include data from Meta’s products or services. We made an effort
to remove data from certain sites known to contain a high volume of personal
iInformation about private individuals. We trained on 2 trillion tokens of data as
this provides a good performance-cost trade-off, up-sampling the most factual
sources In an effort to increase knowledge and dampen hallucinations.”

Llama 2: Open Foundation and Fine-Tuned Chat Models (2023), https://arxiv.org/abs/2307.09288
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Llama 3 was trained on 15T tokens

“To train the best language model, the curation of a large, high-
quality training dataset is paramount. In line with our design
principles, we invested heavily in pretraining data. Llama 3 is
pretrained on over 15T tokens that were all collected from publicly

avallable sources.”

Introducing Meta Llama 3: The most capable openly available LLM to date (2024), https://ai.meta.com/blog/meta-llama-3/
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Quantity vs quality

“we mainly focus on the quality of data for a given scale. We try to
calibrate the training data to be closer to the “data optimal” regime
for small models. In particular, we filter the publicly available web
data to contain the correct level of “knowledge” and keep more web
pages that could potentially improve the “reasoning ability” for the
model. As an example, the result of a game in premier league in a
particular day might be good training data for frontier models, but we
need to remove such information to leave more model capacity for
“reasoning” for the mini size models.

Phi-3 Technical Report: A Highly Capable Language Model Locally on Your Phone (2024), https://arxiv.org/abs/2404.14219
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What goes into developing an LLM like this?

Sebastian Raschka ACM Tech Talk 2024 35



LLM architectures



Implementing the architecture

STAGE 1: BUILDING

-
1) Data

preparation

x& sampling y

!

N\ [

\_

2) Attention
mechanism

~

J

'

3) LLM
architecture

Building an LLM

Sebastian Raschka
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The original GPT

model

Sebastian Raschka

Repeat this transformer
block /V times

-

N

GPT

model

(Linear output Iayer) \

?

( Final LayerNorm )

G

(" )
( Linear layer )
( D i Y
[ Feedforward [N (GELU activation)
. J
N i
LayerNorm 2
f g ( Linear layer )
@ \_ J
—
( Dropout ) /
: A view into the “Feed
Masked multi-head
attention forward” block
( LayerNorm 1 )
7 44/)

( Dropout )
*

( )
LPositional embedding layer
J

( )
L Token embedding layer | J

( Tokenized text J

T

Every effort moves you

ACM Tech Talk 2024
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Sebastian Raschka

Total number of parameters:
® 124 M in "gpt2-small"

® 355 M in "gpt2-medium”
® 774 M in "gpt2-large”

® 1558 M in "gpt2-xI"

Repeat this transformer block:
e 12 X in "gpt2-small"

e 24 X in "gpt2-medium”

e 36 X in "gpt2-large"

e 48 X in "gpt2-xI" \

~

GPT

model

-

(Linear output Iayer)

?

( Final LayerNorm )

~

5

7

\.

Dropout

?

Feed forward

?

LayerNorm 2

D

(

Dropout

Masked multi-head

attention

( LayerNorm 1 )

A

- Number of heads in multi-head attention:
] e 12 in "gpt2-small"

/ ¢ 16 in "gpt2-medium"

e 20 in "gpt2-large”
e 25 in "gpt2-xI"

\_

(

Dropout

)

f

\.

( )
Positional embedding layer
J

T

T

— Embedding dimensions:

\.

Token embedding layer

\ e 768 in "gpt2-small"
’ /J

e 1024 in "gpt2-medium’

( Tokenized text )

T

* 1280 in "gpt2-large"
* 1600 in "gpt2-xI"

Every effort moves you
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GPT-2 “large” Llama2 7B
/ (Linear output Iayer) \ / (Linear Ou;put |ayer) \

f r 2 r D
( Final LayerNorm ) ( Linear layer ) ( Final Laaﬁﬁ\lorm ) ( Linear layer )

f Y SILU
| |2 o | |2

[ Dropout M
[ — | Linear layer ( — ( Linear layer )
L Feed forward )/ y L Feed forward )4’ k )
N . Y __Rms?
. LayerNorm 2 ) i Laaﬂﬁ\lorm 5 )
1 f
q_) ‘ 20 heads @ ) /32 heads

L
[ oropout ] // M =

Masked multi-head
attention

RMS 4

Masked multi-head

attention

?

( LayerNorm 1 )

= &
36 X\ ( —" ) 32 x\ M

( w:orm1 )

J

1 f
(Positional embedding Iayer) -« . (Positional embedding Iayer) -« . .
T — Absolute positional T — RoPE embeddings with 4048

embeddings with 1280 tokens tokens
K ( Token embedding layer JA/J nes W K ( Token embedding layer )A/J 0

( Tokenized text ) ( Tokenized text ]

Every effort moves you Every effort moves you
Y Y Y Y ACM Tech Talk 2024 40
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Stage 2: Pretraining



Sebastian Raschka

(4) Pretraining)

—_—

STAGE 2: PRETRAINING

pretrained

a N\ )
5) Training 6) Model
loop evaluation
\_ i} J i} _J

k Weights

( )
/) Load

J

!

Foundation model

ACM Tech Talk 2024
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Pretty standard deep learning training loop
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Labels are the inputs shifted by +1

Sample text

m city stood the old library, a relic from a bygone era. Its

stohe walls bore\the marks of time, and ivy clung tightly to its facade ..."

\-

X | "In", “the", "heart", "of" 1,
Tensor " - "the", "city", "stood", "the" ],
containing - "old", "library", ",", "a" 1,
the inputs I 11D

y = tensor([[[ "the", "heart", "of", "the" )],
Tensor " - "city", "stood", "the", "old" ],
containing - “library", "a", "relic", "from" ],
the targets I 11D
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( )
Training for [~1-2|epochs is usually a good sweet spot
10 - -
—— Training loss
g - Validation loss
n O -
V)]
@)
—
4 -
2 -
0 - | 9 I | | | |
0 2 4 6 8 10
Epochs
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Pretrain LLMs - TinyLlama 1.1B
D 59 Openinstudio

Pretrain LLM - TinyLlama 1.1B

Use this Studio to pretrain your own 18 LLM (TinyLliama). Click "Run” to run this
Studio on cloud GPUSs with Lightning Studio. What's included in this Studio:

« Model architecture

» Pretraining recipe

« 1.2 TB dataset optimized for fast data loading
« Code written in PyTorch and Lightning Fabric

Click "Open template" to run your own copy of this Studio,

In-depth walkthrough

This 90 minute video does a deep dive without edits, skipping no details of
pretraining an LLM using this Studio. It shows how to start at 18 on 1 GPU and
scale it to 3B across 16 H100 GPUs and more. By the end of this video, you'll

have the tools to know how to trade-off time vs size vs compute.

M Kviews & 155 runs GD Share

55 Machine: {1 x A10G) GPU

“ Licanse: Apache-2.0

¢ Get Studio badge 7

Ciring X 1o

Pretrain LLM - TinyLlama 118
In-depth walkthrougn
About pretraining TinyLlama
Meet TinyLlama

Train TinyLiama
Train It in a Studio

Spead it up on Multiple
Machines

Locate the Logs ano
Chackpoinis

Resuma Training
Convert Checkpoints
Evaluate TinyLlama

Conclusion

FAQ

Parameters

1.1 billion

Context size

2048 tokens

Training data

SlimPajama (893 GB) Starcoder (290 GB)

Combined dataset size

~ 950 billion tokens

Total tokens during training

3 trillion (3 epochs)

Time to complete training

~ 4 weeks with 64 A100 GPUs

Model FLOPs Utilization (MFU)

95%

https://lightning.ai/lightning-ai/studios/pretrain-lims-tinyllama-1-1b



https://lightning.ai/lightning-ai/studios/pretrain-llms-tinyllama-1-1b

STAGE 2: PRETRAINING

a ( )
o) o Moder 7) Load
5) Training ) I Ot'e pretrained
|oop evaluation weights
\_ _ J i} J

(4) Pretraining)

e

Foundation model
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Loading pretrained weights

LitGPT has custom, from-scratch implementations of 20+ LLMs without layers of abstraction:

¢ Choose from 20+ LLMs
Model Model size Author
Llama 3 88, 70B Meta Al
Llama 2 /B, 13B, 70B Meta Al

Code Llama 7B, 13B, 34B, 70B  Meta Al

Mixtral MoE 8x7B Mistral Al
Mistral 7B Mistral Al
CodeGemma 7B Google

Reference

Meta Al 2024

Touvron et al. 2023

Roziere et al. 2023

Mistral Al 2023

Mistral Al 2023

Google Team, Google Deepmind

https://qithub.com/Lightning-Al/litgpt

Sebastian Raschka
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Sebastian Raschka

# ligpt [action] [model]

litgpt
litgpt
litgpt
litgpt
litgpt

download
chat
finetune
pretrailn
serve

meta—-llama/Meta-
meta—-1llama/Meta-
meta—-llama/Meta-
meta—-llama/Meta-
meta—-llama/Meta-

_1lama—-3-8B-Instruct
_1lama—-3—-8B-Instruct
_lama—-3-8B-Instruct
. 1lama—-3-8B—-Instruct

_1lama—-3-8B-Instruct

https://github.com/Lightning-Al/litgpt
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Stage 3: Finetuning



STAGE 1: BUILDING STAGE 3: FINETUNING

Dataset with class labels

(8) Finetuning) *

/
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Label Text

O ham Go until jurong point, crazy.. Available only ...
1 ham Ok lar... Joking wif u oni...
2 spam Free entryin 2 a wkly comp to win FA Cup fina...
3 ham Udun say so early hor... U c already then say...
4 ham Nah | don't think he goes to usf, he lives aro...
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Replace utputs
output layer i 4 O

( \ 1 50,257
(Linear output Iayer) aae

GPT X

model ( Final LayerNorm )

) N

! Dropout ) 1 768

a f N
Feed forward o o °

—F The original linear output layer
LayerNorm 2 )

: maps 768 hidden units to 50,257 units

f
@‘_ (the number of tokens in the vocabulary)

( oovot ) k

Masked multi-head

attention

?

( LayerNorm 1 )

12 X\K ! j

( Dropout )
* )

p
Positional embedding layer
. J

4 T N
k Token embedding layer ) J
\,

( Tokenized text J

T

Inputs
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Replace

output layer

Sebastian Raschka

Outputs

A

~

\_

GPT

model

(Linear output Iayer)

?

( Final LayerNorm )

=

r

Dropout

~
J

f

Feed forward

N\

J

?

LayerNorm 2

N\

WV,

 po—

(

Dropout

)

Masked multi-head

attention

?

( LayerNorm 1 )

A

12 X\K

(

Dropout

)

*

7

\.

Positional embedding layer
J

N\

T

7

\

Token embedding layer

N\

~

( Tokenized text J

T

Inputs

( ) () () ()
NN H 7
* w@»ﬁbg

I

',
A

1 /68
We replace the original linear output layer above
with a layer that maps from 768 hidden units to
only 2 units, where the 2 units represent the two

K classes ("spam"” and "not spam") J

ACM Tech Talk 2024

54



Track loss values as usual

Sebastian Raschka

Loss

Examples seen

0 1000 2000 3000 4000 5000
2.5 | | | | | |
—— Training loss
2.0 - Validation loss
1.5 -
1.0 -
0.5 -
\_“/\.
0.0 - I | | | I
0 1 2 4 5
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In addition, look at task performance

Examples seen

0 1000 2000 3000 4000 5000
1.0 - .
— Tralning accuracy
Validation accuracy
> 0.9 -
O
(O
)
O
O
<< 0.8 -
0.7 -
0 1 2 3 4 5
Epochs
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We don’t need to finetune all layers

Test accuracy
Validation accuracy

1 / Training accuracy
f

0.875 | l I I I I ‘
0.75 I 3

2 K 2 K 9 . 8
&) O 3] 3] &) & >

> 0.625 % 3 ks 9 S S ° 3
O 3 3 a Ko e s 0 O
S o) = - o a-’ b £ C
5 05 : 3 S 2 e
3 ~80 L=El LBl 1:5l I:51 125 |o3
o 0 @ e

< 0375 ssl 83| |sg| &2l |o2| 22| [2¢
g2 gg 59 8¢ s &g o O

0.25 ¥ o~ 8 N oo N & N N 0 N > 2

% O % te 7 % Y % - e = &=

2 = L a o % g @ g @ 7 7 —

0125 |S& |S2| [SE| S| |32 |2=| |2=| [|=3

| | | |

- / i :

last layer ony ——— all layers

https://magazine.sebastianraschka.com/p/finetuning-large-language-models
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Ime

layers takes more t
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Instruction finetuning

STAGE 1: BUILDING STAGE 3: FINETUNING

\ Personal assistant

(9) Finetuning) ?

Instruction dataset
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Instruction finetuning datasets

{
“Instruction”": "Rewite the foll ow ng sentence using passive voice.",
“Input”: "The team achi eved great results."”,
"output": "Geat results were achieved by the team"”

}s
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Sebastian Raschka

“Instruction”: "Rewite the foll ow ng sentence using passive voice.",
“Input”: "The team achieved great results.",
"output": "Great results were achieved by the team"”

b,

Apply prompt style template (for example, Alpaca-style)

Below is an instruction that describes a task. Wite a response
t hat appropriately conpletes the request.

### I nstruction:
Rewite the foll owm ng sentence using passive Vol ce.

### | nput :
The team achi eved great results.

### Response:
Great results were achieved by the team

l Pass to LLM for supervised instruction finetuning

(ar

ACM Tech Talk 2024
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Model input

pM

Below Is an instruction that describes a task. Wite a response
t hat appropriately conpletes the request.

HH#H# | nstructi1 on:

Rewite the foll ow ng sentence usi ng passive Vol ce.

### | nput .
The team achi eved great results.

### Response:
Great results were achieved by the team

/!

Model response
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Bonus: Preference tuning




Input Prompt:
"What are the key features to look for when purchasing a new laptop?”
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Input Prompt:
"What are the key features to look for when purchasing a new laptop?”

/Answer 1. Technical Response \

"When purchasing a new laptop, focus on key
specifications such as the processor speed,
RAM size, storage type (SSD vs. HDD), and
battery life. The processor should be powerful
enough for your software needs, and sufficient
RAM will ensure smooth multitasking. Opt for
an SSD for faster boot times and file access.
Additionally, screen resolution and port types
are important for connectivity and display

Qjality." /
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Input Prompt:
"What are the key features to look for when purchasing a new laptop?”

/Answer 1. Technical Response \ /Answer 2. User-Friendly Response\

"When purchasing a new laptop, focus on key "When looking for a new laptop, think about
specifications such as the processor speed, how It fits into your daily life. Choose a

RAM size, storage type (SSD vs. HDD), and lightweight model if you travel frequently, and
battery life. The processor should be powerful consider a laptop with a comfortable keyboard
enough for your software needs, and sufficient and a responsive touchpad. Battery life is
RAM will ensure smooth multitasking. Opt for crucial if you're often on the move, so look for
an SSD for faster boot times and file access. a model that can last a full day on a single
Additionally, screen resolution and port types charge. Also, make sure it has enough USB
are important for connectivity and display ports and possibly an HDMI port to connect

@ality." / !/vith other devices easily." /
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LLM Training: RLHF and Its Alternatives Fr—

| frequently reference a process called Reinforcement Learning T | & /”’/
with Human Feedback (RLHF) when discussing LLMs, whether ... sty einorcamn i e
feedback (FLHF) £ o)
SEP 10, 2023 + SEBASTIAN RASCHKA, PHD I TR e
e
Tips for LLM Pretraining and Evaluating Reward @ cxmima

Models

Discussing Al Research Papers in March 2024
MAR 31 - SEBASTIAN RASCHKA, PHD

https://magazine.sebastianraschka.com/p/lim-training-rihf-and-its-alternatives
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Evaluating LLMs



Sebastian Raschka

MMVLU and others

MMLU
Rank Model Averaget (%) | Paper
Gemini Ultra 90 | Gemini: A Family of Highly Capable
~1760B Multimodal Models
GPT-40 88.7 | GPT-4 Technical Report
Claude 3 Opus (5- 88.2 | The Claude 3 Model Family: Opus,
shot, CoT) Sonnet, Haiku
Claude 3 Opus (5- 86.8 | The Claude 3 Model Family: Opus,
shot) Sonnet, Haiku
Leeroo (5-shot) 86.64 | Leeroo Orchestrator: Elevating LLMs
Performance Through Model
GPT-4 (few-shot) 86.4 | GPT-4 Technical Report
Gemini Ultra (5- 83.7 | Gemini: A Family of Highly Capable
shot) Multimodal Models
Claude 3 Sonnet 81.5 | The Claude 3 Model Family: Opus,

(5-shot, CoT)

Sonnet, Haiku
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MMLU

MMLU = Measuring Massive Multitask Language Understanding (2020), https://arxiv.org/abs/2009.03300

Multiple-choice questions from diverse subjects

input = ("Which character is known for saying,
'To be, or not to be, that i1s the question'?
Options:
A) Macbeth, B) Othello,
C) Hamlet, D) King Lear.”)

model answer = model(input)

correct _answer "C) Hamlet”

score += model answer == correct _answer

# total score = score / num _examples * 100%
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LM Evaluation Harness

litgpt evaluate checkpoints/microsoft/phi-2/ \

-—batch_size 4 \

-—tasks "hellaswag, truthfulga_mc2,mmlu" \
-—out_dir evaluate model/

The resulting output is as follows:

truthfulga _mc2
hellaswag

mmlu
- humanities
- other
- soclal sciences
- stem

https://qithub.com/EleutherAl/Im-evaluation-harness

Version

Filter

none
none
none
none
none

2
1

Metric

+ & + + H

0
9
0

Stderr

acc
acc
acc_norm

0.4656
0.2569
0.2632

0.0164
0.0044
0.0044

https://github.com/Lightning-Al/litgpt/blob/main/tutorials/evaluation.md

Sebastian Raschka
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Alpacakval

Compare to response by GPT-4 Preview using a GPT-4 based auto-annotator

@ tatsu-lab.github.io

§5) AlpacaEval Leaderboard

An Automatic Evaluator for Instruction-following Language Models

Length-controlled (LC) win rates alleviate length biases of GPT-4, but it may favor models finetuned on its outputs.

O
Version: AlpacaEval | AlpacaEval 2.0 Filter: Community | Verified
Baseline: GPT-4 Preview (11/08) | Auto-annotator: GPT-4 Preview (11/06)
Mool Name LC Win Rate Win Rale
GPT-4 Omni (05/13) * 57.5%
GPT-4 Turbo (04/09) * 55.0%
Yi-Large Preview = 51.9%
GPT-4 Preview (11/06) * 50.0%
Claude 3 Opus (02/29) * 40.5%
GPT-4 * 38.1%

Sebastian Raschka Screenshot from https://tatsu-lab.github.io/alpaca_eval/ ACM Tech Talk 2024 72



LMSYS ChatBot Arena

LLM community comparison

@ @ chat.Imsys.org

¥ Arena (battle) ¥ Arena (side-by-side) ’ Direct Chat R

> LMSYS Chatbot Arena: Benchmarking LLMs in the Wild
o | GitHub | Paper | 4 rl
B Rules

o Ask any question to two chosen models (e.g., ChatGPT, Claude, Llama) and vote for the better one!

o You can chat for multiple turns until you identify a winner.

% Choose two models to compare

gemini-1.5-flash-api-0514 phi-3-mini-4k-instruct

< Expand to see the descriptions of 48 models

* Model A = Model B

Write a haiku about rainwater Write a haiku about rainwater

Soft drops on dry earth, Rain whispers to earth,
A symphony of whispers,

Nourishing life's tender roots,
Life bursts forth anew.

Pure tears of the sky.

|
|

W Ais better & Bis better

Sebastian Raschka

"% Both are bad

18 JECE ¢ @ @ chat.imsys.org
¥ LMSYS Chatbot Arena Leaderboard
| l ' | Dataset | Twitter | l

LMSYS is a crowdsourced open platform for LLM evals. We've collected over 1,000,000 human pairwise comparisons to rank LLMs

with the ‘ v and display the model ratings in Elo-scale, You can find more details in our |

Arena Full Leaderboa:

Total #modeils: 102. Total #votes: 1,149,962, Last updated: 2024-05-27.

™ NEW! View leaderboard for different categories (e.g., coding, long user query)! This is still in preview and subject to change.
Code to recreate leaderboard tables and plots in this notebook. You can contribute your vote @ at !

*Rank (UB): model's ranking (upper-bound), defined by one + the number of models that are statistically better than the target model. Model
A is statistically better than model B when A's lower-bound score is greater than B’s upper-bound score (in 95% confidence interval). See

Figure 3 below for visualization of the confidence intervals of model scores.

Category Overall Questions

Overall #models: 102 (100%) #votes: 1,149,962 (100%)

ul - Knowledg

4o Organization License
g Cutoff

OpenAl Proprietary 2023/10

Google Proprietary 2023/11

Google Proprietary Online

Screenshots from https://chat.Imsys.org/
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GPT-4 scoring

from tgdm import tgdm

def generate_model scores(json_data, json_key, client):
scores = []
for entry in tqgdm(json data, desc="Scoring entries"):
prompt = (
f"Given the input {format input(entry)}
f"and correct output " {entry[ 'ocutput']} , "
f"score the model response ~{entry|json_key]} "
f" on a scale from 0 to 100, where 100 is the best score.
f "Respond with the number only."
)
score = run chatgpt(prompt, client)
try:
scores.append(int(score))
except:
continue

return scores

for model in ("model 1 response”, "model 2 response”):

scores = generate model scores(json_data, model, client)
print(f"\n{model}")

print(f"Number of scores: {len(scores)} of {len(json_data)}")
print(f"Average score: {(sum(scores)/len(scores):.2f}\n")

Scoring entries: 100% | |EE—_B N | 100/100 [01:09<00:00, 1.44it/s]

model 1 response
Number of scores: 100 of 100
Average score: 74.04

Scoring entries: 100+ | |HEE—|R N, | 100/100 [01:08<00:00, 1.46it/s]

model 2 response
Number of scores: 100 of 100
Average score: 56.72

https://github.com/rasbt/L L Ms-from-scratch/blob/main/ch07/03 model-evaluation/lim-instruction-eval-openai.ipynb

Sebastian Raschka ACM Tech Talk 2024 74


https://github.com/rasbt/LLMs-from-scratch/blob/main/ch07/03_model-evaluation/llm-instruction-eval-openai.ipynb

Rules of thumb



Rules of thumb

Pretraining from scratch —» EXxpensive, almost never necessary
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Rules of thumb

Pretraining from scratch — EXxpensive, almost never necessary

Continued pretraining —» Add new knowledge
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Rules of thumb

Pretraining from scratch — EXxpensive, almost never necessary

Continued pretraining —> Add new knowledge

Finetuning —p Special usecase, follow instructions
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Rules of thumb

Pretraining from scratch — EXxpensive, almost never necessary

Continued pretraining —> Add new knowledge

Finetuning — Special usecase, follow instructions

Improve helpfulness+safety if

Preference finetuning —» developing a chatbot
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CodelLlama example

Pretraining (from scratch)

Long context
» fine-tuning

LLAMA 2 Code training 20B

Foundation models — Infilling code training =2 —

(7B, 13B, 34B) 500B Python code Long context
SR training —»  Fine-tuning
100B 20B

|
Instruction
_»  Fine-tuning —bp
5B

Code Llama: Open Foundation Models for Code, https://arxiv.org/abs/2308.12950

Sebastian Raschka

CopE LLAMA
(7B 2, 13B =2, 34B)

CopE LLAMA - INSTRUCT
(7B 2, 13B 2, 34B)

CopE LLAMA - PYTHON
(7B, 13B, 34B)
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CodelLlama example

Pretraining (from scratch) Continued pretraining

Long context
» fine-tuning

LLAMA 2 Code training 20B

Foundation models — Infilling code training = —

(7B, 13B, 34B) 500B Python code Long context
> training —»  Fine-tuning
100B 20B

Instruction

_»  Fine-tuning —»

5B

Code Llama: Open Foundation Models for Code, https://arxiv.org/abs/2308.12950

Sebastian Raschka

CopE LLAMA
(7B 2, 13B =2, 34B)

CopE LLAMA - INSTRUCT
(7B 22, 13B <, 34B)

CopE LLAMA - PYTHON
(7B, 13B, 34B)
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CodelLlama example

Pretraining (from scratch) Continued pretraining

Long context
» fine-tuning

LLAMA 2 Code training 20B

Foundation models — Infilling code training == —

(7B, 13B, 34B) | 500B

Python code Long context
> training —»  Fine-tuning
100B 20B

/'

Continued pretraining / finetuning

Instruction

_»  Fine-tuning —»

5B

Code Llama: Open Foundation Models for Code, https://arxiv.org/abs/2308.12950

Continued pretraining

Sebastian Raschka

CopE LLAMA
(7B 2, 13B =2, 34B)

CopE LLAMA - INSTRUCT
(7B 22, 13B =2, 34B)

CopE LLAMA - PYTHON
(7B, 13B, 34B)
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CodelLlama example

Continued pretraining / finetuning

Pretraining (from scratch) Continued pretraining

CopE LLAMA

|
Long context (7B <2, 13B <2, 34B)
» fine-tuning — .
LLAMA 2 Code training 20B gzg‘:i;‘:; __ Cope LLAMA - INSTRUCT
Foundation models — Infilling code training == — (7B 2, 13B <, 34B)
‘ 5B
(7B, 13B, 34B) 5008 Python code Long context C '’ Py
> training —»  Fine-tuning OO LLAMA =LY THON
* 100B 0B (7B, 13B, 34B)
4: Open Foundation Models for Code, https://arxiv.org/abs/2308.12950 Instru Ct|on f| netun | ng

Continued pretraining
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Developing an LLM

STAGE 1: BUILDING STAGE 2: PRETRAINING STAGE 3: FINETUNING
( N ( h 4 N\ ( N ( ) Dataset with class labels
preparation mechanism architecture | evaluation pretrained 8) Finet )
k& sampling _ )L y . o?p JU | ’ welghts inetuning

!

(4) Pretraining)
Building an LLM —_—

/ m
Foundation model

\ Personal assistant

9) Finetuning

Instructlon dataset

Sebastian Raschka ACM Tech Talk 2024
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https://mng.bz/M960

BUILD A 32
[arq@ | https://sebastianraschka.com/books/

Sebastian Raschka

/l’. MANNING
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Simple. Powerful.
a L AI |
Ig n I |1 g Zero setup. Persistent. Always ready.
Creators of PyTorch Lightning Studio marries the simplicity of a local development experience
with the power of 1,000s of cloud GPUs, unlimited storage

and multiplayer collaboration.

w i

CPU_ RAM Oisky CPUGREE s @ - .
4 No environment setup.

Choose a GPU machine

GPUs Model Speed (TFLOP}  Memory (GB!]  Cost (hourl  Wait time {mins) @
S i s e o a1 <> Code in the browser or connect your local IDE.
=)
1 4 V100 125 16 ® 155 6
1 4  a06 125 24 @406 6 | Jupyter j ‘ Switch from CPU to GPU with zero environment changes.
8 A100 312 80 ® 4398 30 -
You are currently using a maching with 4 GPUSs. & @ Host and share Al apps. Streamlit. Gradio. React JS.
- &, Code together.
0 B Trainable params S
0 Non-trainable params
70 B Total params
0-810° TOREX GSTINITEC NOdeX AACAEE. 4136 (B + L3 Infinite storage. Upload, share files and connect S3 buckets.

rank_zero_warn(
Epoch 9: 64%]|
| 150/235 [00:01<00:00, 119.881it/s, v_num=1]

https://lightning.ai/
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eoeo [] v

@ Lightning Al

% Featured
~ Trending
@ Recent

2 All studios

= My studios

[=] Blogs
E] Papers

e Tutorials

i# Data processing
(@) Endpoints
(@) Training

&7 Serving

@ Other

8 Audio

M Image

4+, Multimodal

[ Text

= Tahular

<

Home Studio templates Agents Teamspaces

Chat with Documents

Document Chat Assistant using RAG

‘& aniket @ &7 269 (O 654K

W Featured
‘4 ‘ ko
Finetune iy t’
Hugging Face

BERT w @_‘7

Finetune Hugging Face BERT with PyTorch Lig...
16 justin @ 27 97 @ 188K

1 trillion
tokens

SlimPajama
& Starcoder

w i
Prepare the TinyLlama 1T token dataset

.‘ thomasgrida @J 7 28 @) 184K

LoRA from Scratch

@ lightning.ai ¢ @ fI] + @
Community Docs 8} v

% Featured

Improve LLMs via Proxy-Tuninm

WIKIPEDIA

Embed
Wikipedia

Cozmtut

English
under
5 dollars

Improve LLMs With Proxy-Tuning

a‘ sebastian &

Embed English Wikipedia under 5 dollars
& a7 (O 788K Q thomasgarida ﬁ & 26 (© 273K

% Featured

Benchmark cloud data-loading libraries

‘Q aniket (@ <7 678 (@ 710K & thomasaridai 7 23 (©) 105K

Optimized Inference ﬂl

Ingest documents (text, pdf, markdown, docx) in
a vector database for Retrieval Augmented
Generation (RAG)

Document Search and Retrieval using RAG

% Featured

Forwas) paws with

R T e for Mistral 7B with vLLM
o R
?. m ’ ward aelr ..‘

i - BUEal T

Optimized LLM inference API for Mistral 7B usi...

& 229 (@ 2486K ‘@ niket @ g 50 (© 783K



Contact

W @rasbt [f}] in/sebastianraschka

&) https://sebastianraschka.com/contact/

o https://lightning.al

Slides

¥ https://sebastianraschka.com/pdf/slides/2024-acm.pdf
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