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A. Identification
Determine identity of an unknown person
1-to-n matching

...

B. Verification 
Verify claimed identity of a person
1-to-1 matching

(CelebA dataset) (MUCT dataset)

Biometric (Face) Recognition 
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Applications of Biometric (Face) Recognition 

https://whyarg.com/wp-content/uploads/2017/06/videosurveillance.jpg

https://www.secureidnews.com/wp-content/
uploads/2013/03/3m_autogate-300x259.jpg
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Soft-Biometric Attributes

Identity Meryl Streep

Gender Female
Age 72

Race Caucasian
Medical Healthy
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Identity Meryl Streep

Gender Female
Age 72

Race Caucasian
Medical Healthy

Ex. 1: How difficult is it to extract  
gender information from face images?
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Figure 3. Example network architectures for ImageNet. Left: the

VGG-19 model [40] (19.6 billion FLOPs) as a reference. Mid-

dle: a plain network with 34 parameter layers (3.6 billion FLOPs).

Right: a residual network with 34 parameter layers (3.6 billion

FLOPs). The dotted shortcuts increase dimensions. Table 1 shows

more details and other variants.

Residual Network. Based on the above plain network, we
insert shortcut connections (Fig. 3, right) which turn the
network into its counterpart residual version. The identity
shortcuts (Eqn.(1)) can be directly used when the input and
output are of the same dimensions (solid line shortcuts in
Fig. 3). When the dimensions increase (dotted line shortcuts
in Fig. 3), we consider two options: (A) The shortcut still
performs identity mapping, with extra zero entries padded
for increasing dimensions. This option introduces no extra
parameter; (B) The projection shortcut in Eqn.(2) is used to
match dimensions (done by 1×1 convolutions). For both
options, when the shortcuts go across feature maps of two
sizes, they are performed with a stride of 2.

3.4. Implementation

Our implementation for ImageNet follows the practice
in [21, 40]. The image is resized with its shorter side ran-
domly sampled in [256, 480] for scale augmentation [40].
A 224×224 crop is randomly sampled from an image or its
horizontal flip, with the per-pixel mean subtracted [21]. The
standard color augmentation in [21] is used. We adopt batch
normalization (BN) [16] right after each convolution and
before activation, following [16]. We initialize the weights
as in [12] and train all plain/residual nets from scratch. We
use SGD with a mini-batch size of 256. The learning rate
starts from 0.1 and is divided by 10 when the error plateaus,
and the models are trained for up to 60× 104 iterations. We
use a weight decay of 0.0001 and a momentum of 0.9. We
do not use dropout [13], following the practice in [16].

In testing, for comparison studies we adopt the standard
10-crop testing [21]. For best results, we adopt the fully-
convolutional form as in [40, 12], and average the scores
at multiple scales (images are resized such that the shorter
side is in {224, 256, 384, 480, 640}).

4. Experiments

4.1. ImageNet Classification

We evaluate our method on the ImageNet 2012 classifi-
cation dataset [35] that consists of 1000 classes. The models
are trained on the 1.28 million training images, and evalu-
ated on the 50k validation images. We also obtain a final
result on the 100k test images, reported by the test server.
We evaluate both top-1 and top-5 error rates.

Plain Networks. We first evaluate 18-layer and 34-layer
plain nets. The 34-layer plain net is in Fig. 3 (middle). The
18-layer plain net is of a similar form. See Table 1 for de-
tailed architectures.

The results in Table 2 show that the deeper 34-layer plain
net has higher validation error than the shallower 18-layer
plain net. To reveal the reasons, in Fig. 4 (left) we com-
pare their training/validation errors during the training pro-
cedure. We have observed the degradation problem - the

4773

He, Kaiming, et al. "Deep residual learning for 
image recognition." Proceedings of the IEEE 
conference on computer vision and pattern 
recognition. 2016.

Very Easy: 
ResNet-50 Applied to Gender Classification

https://nbviewer.jupyter.org/github/rasbt/deeplearning-models/blob/master/pytorch_ipynb/cnn/cnn-resnet50-
celeba-dataparallel.ipynb

https://nbviewer.jupyter.org/github/rasbt/deeplearning-models/blob/master/pytorch_ipynb/cnn/cnn-resnet50-celeba-dataparallel.ipynb
https://nbviewer.jupyter.org/github/rasbt/deeplearning-models/blob/master/pytorch_ipynb/cnn/cnn-resnet50-celeba-dataparallel.ipynb
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Ex. 2: How difficult is it to extract  
age information from face images?

Identity Meryl Streep

Gender Female
Age 72

Race Caucasian
Medical Healthy



Sebastian Raschka   14th International Conference on Human System Interaction 2021 10

Ordinal Regression for ordinal data:  
integrating label order info

• Ranking: Predict Correct order 
(0 loss if order is correct, e.g., rank a collection of movies by "goodness")

• Ordinal regression: Predict correct (ordered) label 
(E.g., age of a person in years; here, regard aging as a non-stationary process)

Excerpt from the UTKFace dataset 
https://susanqq.github.io/UTKFace/

18 29 41

≻ ≻

≻ ≻

Cao, Mirjalili, Raschka (2020)  
Rank Consistent Ordinal Regression for Neural 
Networks with Application to Age Estimation  
Pattern Recognition Letters. 140, 325-331
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MORPH-2

• 55,608 face images

• age range: 16-70 years  

AFAD

• 165,501 face images

• age range: 15-40 years  

Age Prediction Datasets
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W Cao, V Mirjalili, and S Raschka (2020)  
Rank Consistent Ordinal Regression for Neural Networks with Application to Age Estimation  
Pattern Recognition Letters. 140, 325-331  
https://www.sciencedirect.com/science/article/pii/S016786552030413X

Age prediction only off by 2 ½ to 3 ½ years on average

Consistent Rank Logits (CORAL) CNN for Ordinal Regression
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kth Task
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Figure 1. Example of the task importance weighting according to
Eq. (7) shown for the AFAD dataset (Section 4.1).

4. Experiments
4.1. Datasets and Preprocessing

MORPH-2 and CACD. The MORPH-2 dataset (Ricanek
& Tesafaye, 2006) (55,608 face images) was preprocessed
by locating the average eye-position in the respective dataset
using facial landmark detection (Sagonas et al., 2016) via
MLxtend (Raschka, 2018) and then aligning each image
in the dataset to the average eye position. The faces were
then re-aligned such that the tip of the nose was located in
the center of each image. The age labels used in this study
ranged between 16-70 years. The CACD database (Chen
et al., 2014) was preprocessed similar to MORPH-2 such
that the faces spanned the whole image with the nose tip
being in the center. The total number of images is 159,449
in the age range 14-62 years.

AFAD and UTKFace. Since the faces were already cen-
tered in the Asian Face Database (AFAD; 165,501 faces
with ages labels between 15-40) (Niu et al., 2016), no fur-
ther alignment was applied. The UTKFace database (Zhang
& Qi, 2017) was also available in a preprocessed form such
that no additional steps were required. In this study, we
considered face images with age labels between 21-60 years
(16,434 images).

Each image database was randomly divided into 80% train-
ing data and 20% test data. All images were resized to
128x128x3 pixels and then randomly cropped to 120x120x3
pixels to augment the model training. During model evalua-
tion, the 128x128x3 face images were center-cropped to a
model input size of 120x120x3.

4.2. Convolutional Neural Network Architectures

To evaluate the performance of CORAL for age estimation
from face images, we chose the ResNet-34 architecture (He
et al., 2016), which is a modern CNN architecture that is
known for achieving good performance on a variety of im-
age classification tasks. For the remainder of this paper, we
refer to the original ResNet-34 CNN with cross entropy loss
as CE-CNN. To implement CORAL, we replaced the last

output layer with the corresponding binary tasks (Figure 2)
and refer to this CNN as CORAL-CNN. Similar to CORAL-
CNN, we replaced the cross-entropy layer of the ResNet-34
with the binary tasks for ordinal regression described in (Niu
et al., 2016) and refer to this architecture as OR-CNN.

4.3. Training and Evaluation

For model evaluation and comparison, we computed the
mean absolute error (MAE) and root mean squared error
(RMSE), which are standard metrics used for crow-counting
and age prediction:

MAE =
1

N

NX

i=1

��yi � h(xi)
��

RMSE =

vuut 1

N

NX

i=1

�
yi � h(xi)

�2
,

(8)

where yi is the ground truth rank of the ith test example
and h(xi) is the predicted rank, respectively. The MAE
and RMSE values reported in this study were computed on
the test set after the last training epoch. The training was
repeated three times with different random seeds for model
weight initialization while the random seeds were consistent
between the different methods to allow for fair comparisons.
All CNNs were trained for 200 epochs with stochastic gra-
dient descent via adaptive moment estimation (Kingma &
Ba, 2015) using exponential decay rates �0 = 0.90 and
�2 = 0.99 (PyTorch default) and learning rate ↵ = 0.0005.

In addition, we computed the Cumulative Score (CS) as
the proportion of images for which the absolute differences
between the predicted rank labels and the ground truth are
below a threshold T :

CS(T ) =
1

N

NX

i=1

1
�
|yi � h(xi)|  T

 
. (9)

By varying the threshold T , CS curves were plotted to com-
pare the predictive performances of the different age predic-
tion models (the larger the area under the curve, the better).

4.4. Hardware and Software

All loss functions and neural network models were imple-
mented in PyTorch 1.0 (Paszke et al., 2017) and trained
on NVIDIA GeForce 1080Ti and Titan V graphics cards.
The source code is available at https://github.com/
Raschka-research-group/coral-cnn.

5. Results and Discussion
We conducted a series of experiments on four independent
face image datasets for age estimation (Section 4.1) to com-

https://www.sciencedirect.com/science/article/pii/S016786552030413X
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Biometric (Face) Recognition Can Be Useful 

https://whyarg.com/wp-content/uploads/2017/06/videosurveillance.jpg

https://www.secureidnews.com/wp-content/
uploads/2013/03/3m_autogate-300x259.jpg
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Identity Meryl Streep

Gender Female
Age 72

Race Caucasian
Medical Healthy

Soft-Biometric Attribute Mining Can Be 
Problematic in Absence of Consent
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1. Identity theft: combining soft biometric info with 
publicly available data


2.Profiling: e.g., gender/race based profiling


3.Ethics: extracting data without users’ consent 
(e.g., intentional or via database breaches)

Soft-biometric Attributes: Issues and Concerns
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Preventing Automatic Extraction

mail _at_ sebastianraschka .dot. com



Sebastian Raschka   14th International Conference on Human System Interaction 2021 18

Can/do we need to take similar measures to 
prevent soft-biometric attribute harvesting?
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One solution:  
Storing face representation vectors 

with sensitive information removed

Very useful approach, but can have limitation for certain application domains, because

• not interpretable by humans

• not compatible with arbitrary face matching software

1. Q. Xie, Z. Dai, Y. Du, E. Hovy, and G. Neubig: "Controllable invariance through adversarial feature learning," in 
Advances in Neural Information Processing Systems, 2017, pp. 585–596. 

2. P. Terhorst, N. Damer, F. Kirchbuchner, and A. Kuijper, "Unsupervised privacy-enhancement of face representations 
using similarity-sensitive noise transformations," Applied Intelligence, pp. 1–18, 2019. 

3. A. Morales, J. Fierrez, and R. Vera-Rodriguez, "SensitiveNets: Learning agnostic representations with application 
to face recognition," arXiv preprint arXiv:1902.00334,  

4. P. C. Roy and V. N. Boddeti, "Mitigating information leakage in image representations: A maximum entropy 
approach," in IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 2586–2594. 

5. B. Sadeghi, R. Yu, and V. Boddeti, "On the global optima of kernelized adversarial representation learning," in 
Proceedings of the IEEE International Conference on Computer Vision, 2019, pp. 7971– 7979.
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1. Perturb soft-biometric (e.g., gender) information


2. Ensure realistic face images


3. Retain biometric face recognition utility

Goal: Selective Privacy 
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100101010101111
101010101001000
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010111010001010
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Face Matcher

Gender Classifier
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Gender classifier

Face matcher
Autoencoder to 
perturb image
!(X) = X'

Face Matcher

Gender Classifier

Autoencoder to

perturb image

ϕ(X) = X′ 
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General architecture of the  
semi-adversarial network (SAN)

V Mirjalili, S Raschka, A Namboodiri, and A Ross (2018) Semi-adversarial Networks: Convolutional Autoencoders 
for Imparting Privacy to Face Images. Proc. of 11th IAPR International Conference on Biometrics (ICB 2018) 
https://ieeexplore.ieee.org/document/8411207/

https://ieeexplore.ieee.org/document/8411207/


Sebastian Raschka   14th International Conference on Human System Interaction 2021 24

Objective 1: 
Realistic images

Objective 3: 
Confound gender

Objective 2: 
Retain matching utility

General architecture of the  
semi-adversarial network (SAN)
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Semi-adversarial network

Objective 1: 
Realistic images

Objective 3: 
Confound gender

Objective 2: 
Retain matching utility

adversarial

not adversarial
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Convolutional neural networks
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Female: 69% Male: 99% Female: 71% Female: 58%

Male: 99% Female: 98% Male: 97% Male: 100%

SAN Examples

Original Inputs

Outputs
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G-COTS/
IntraFace

M-COTS

Replace detachable parts for evaluationReplacing Detachable Parts for Evaluation

Use methods unseen 
during training
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Figure 6. ROC curves comparing the performance of IntraFace
(a-d) and G-COTS (e-h) gender classification software on origi-
nal images (“Before”) as well as images perturbed via the con-
volutional autoencoder model (“After”) on four different datasets:
CelebA-test, MUCT, LFW, and AR-face.

Table 2. Error rates in gender prediction using IntraFace and G-
COTS gender classification softwares on the original datasets be-
fore and after perturbation. Note the substantial increase in the
prediction error upon perturbation via the convolutional autoen-
coder model using opposite-gender prototypes.

Software Dataset Original Perturbed Ref. [21](before) (after OP)

IntraFace

CelebA-test 19.7% 39.3% 44.6%
MUCT 8.0% 39.2% 57.7%
LFW 33.4% 72.5% 70.9%
AR-face 16.9% 53.8% 54.2%

G-COTS

CelebA-test 2.2% 13.6% 42.4%
MUCT 5.1% 25.4% 53.9%
LFW 2.8% 18.8% 46.1%
AR-face 9.3% 26.9% 40.6%

increase in the prediction error rates when image datasets
were perturbed using opposite-gender prototypes. Note that
in the case of G-COTS software, perturbations made by the
face mixing scheme proposed in [21] result in higher error
rates. On the other hand, the additional advantage of our
approach is in preserving the identity, as we will see in the
next section.

3.2. Retaining matching accuracy
The match scores were computed using a state-of-the-

art M-COTS software and the resulting ROC curves are

Figure 7. ROC curves showing the performance (true and false
matching rates) of M-COTS biometric matching software on the
original images (“Before”) compared to the perturbed images
(“After”) generated by the convolutional autoencoder model using
same-, neutral-, or opposite-gender prototypes for three different
datasets: (a) MUCT, (b) LFW, and (c) AR-face.

shown in Fig. 7. While the matching term, JM , in the
loss function is directly applied to reconstructed outputs
from same-gender prototype, X 0

SM
, the reconstructions that

use neutral- or opposite-gender prototypes are not directly
subject to this loss term (see Section 2.3). As a result,
the ROC curve of the reconstructed images coming from
same-gender prototype appear much closer to the original
input compared to the reconstructed images from neutral-
and opposite-gender prototypes. Overall, we were able
to retain a good matching performance even when using
opposite-gender prototype. On the other hand, the ROC
curves obtained from outputs of the mixing approach pro-
posed in [21] are heavily impacted, resulting in de-identified
outputs (which is not desirable in this work).

Finally, the True Match Rate (TMR) values at a False
Match Rate of 1% are reported in Table 3. The perturbed
images from all three datasets show TMR values that are
very close to the value obtained from the unperturbed orig-
inal dataset.

4. Conclusions
In this work, we focused on developing a semi-

adversarial network for imparting soft-biometric privacy to
face images. In particular, our semi-adversarial network
perturbs an input face image such that gender prediction is

Figure 6. ROC curves comparing the performance of IntraFace
(a-d) and G-COTS (e-h) gender classification software on origi-
nal images (“Before”) as well as images perturbed via the con-
volutional autoencoder model (“After”) on four different datasets:
CelebA-test, MUCT, LFW, and AR-face.

Table 2. Error rates in gender prediction using IntraFace and G-
COTS gender classification softwares on the original datasets be-
fore and after perturbation. Note the substantial increase in the
prediction error upon perturbation via the convolutional autoen-
coder model using opposite-gender prototypes.
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IntraFace

CelebA-test 19.7% 39.3% 44.6%
MUCT 8.0% 39.2% 57.7%
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G-COTS
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LFW 2.8% 18.8% 46.1%
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approach is in preserving the identity, as we will see in the
next section.
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art M-COTS software and the resulting ROC curves are
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, the reconstructions that

use neutral- or opposite-gender prototypes are not directly
subject to this loss term (see Section 2.3). As a result,
the ROC curve of the reconstructed images coming from
same-gender prototype appear much closer to the original
input compared to the reconstructed images from neutral-
and opposite-gender prototypes. Overall, we were able
to retain a good matching performance even when using
opposite-gender prototype. On the other hand, the ROC
curves obtained from outputs of the mixing approach pro-
posed in [21] are heavily impacted, resulting in de-identified
outputs (which is not desirable in this work).

Finally, the True Match Rate (TMR) values at a False
Match Rate of 1% are reported in Table 3. The perturbed
images from all three datasets show TMR values that are
very close to the value obtained from the unperturbed orig-
inal dataset.

4. Conclusions
In this work, we focused on developing a semi-

adversarial network for imparting soft-biometric privacy to
face images. In particular, our semi-adversarial network
perturbs an input face image such that gender prediction is

[21] A. Othman and A. Ross. Privacy of facial soft biometrics: Suppressing gender but retaining identity. In European 
Conference on Computer Vision Workshop, pages 682–696. Springer, 2014. 


IntraFace Gender Classifier Performance on Different Datasets

No perturbation:  
Original gender  
classification performance

Very strong 
perturbation 
from Ref [21]

Strong perturbation 
via our SAN method
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Figure 6. ROC curves comparing the performance of IntraFace
(a-d) and G-COTS (e-h) gender classification software on origi-
nal images (“Before”) as well as images perturbed via the con-
volutional autoencoder model (“After”) on four different datasets:
CelebA-test, MUCT, LFW, and AR-face.

Table 2. Error rates in gender prediction using IntraFace and G-
COTS gender classification softwares on the original datasets be-
fore and after perturbation. Note the substantial increase in the
prediction error upon perturbation via the convolutional autoen-
coder model using opposite-gender prototypes.
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SM
, the reconstructions that

use neutral- or opposite-gender prototypes are not directly
subject to this loss term (see Section 2.3). As a result,
the ROC curve of the reconstructed images coming from
same-gender prototype appear much closer to the original
input compared to the reconstructed images from neutral-
and opposite-gender prototypes. Overall, we were able
to retain a good matching performance even when using
opposite-gender prototype. On the other hand, the ROC
curves obtained from outputs of the mixing approach pro-
posed in [21] are heavily impacted, resulting in de-identified
outputs (which is not desirable in this work).

Finally, the True Match Rate (TMR) values at a False
Match Rate of 1% are reported in Table 3. The perturbed
images from all three datasets show TMR values that are
very close to the value obtained from the unperturbed orig-
inal dataset.

4. Conclusions
In this work, we focused on developing a semi-

adversarial network for imparting soft-biometric privacy to
face images. In particular, our semi-adversarial network
perturbs an input face image such that gender prediction is

[21] A. Othman and A. Ross. Privacy of facial soft biometrics: Suppressing gender but retaining identity. In European 
Conference on Computer Vision Workshop, pages 682–696. Springer, 2014. 
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Gender Privacy: An Ensemble of Semi Adversarial Networks 
for Confounding Arbitrary Gender Classifiers

V Mirjalili, S Raschka, and A Ross (2018) Gender Privacy: An Ensemble of Semi Adversarial Networks for 
Confounding Arbitrary Gender Classifiers. 9th IEEE International Conference on Biometrics: Theory, Applications, 
and Systems (BTAS 2018)
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Figure 1: Diversity in an ensemble SAN can be enhanced
through its auxiliary gender classifiers (see Figure 2). When
the auxiliary gender classifiers lack diversity, ensemble
SAN cannot generalize well to arbitrary gender classifiers.

3.2. Diversity in Autoencoder Ensembles

One of the key aspects of neural network ensembles is
diversity among the individual network models [17]. Sev-
eral techniques have been proposed in the literature for en-
hancing diversity among individual networks in an ensem-
ble, such as seeding the networks with different random
weights, choosing different network architectures, or using
bootstrap samples of the training data [42, 15].

In the context of SAN models, autoencoder diversity can
be imposed in two ways: (a) through training on different
datasets, and (b) by utilizing different auxiliary gender clas-
sifiers. Intuitively, an ensemble of classifiers can only be
useful if individual classifiers do not make similar errors on
the test data [42, 17, 24]. To benefit from ensembles, it is
thus critical to ensure error diversity, which can be accom-
plished by assembling the ensemble from a diverse set of
classifiers. A number of approaches to explicitly measure
ensemble diversity have been reported in the literature [24].

Among the novel contributions of this work is the devel-
opment of ensemble methods for SANs using oversampling
and data augmentation techniques. As shown in Figure 1, if
auxiliary gender classifiers that are used to build a SAN lack
diversity, the ensemble SAN cannot generalize to arbitrary
classifiers. Therefore, in order to ensure generalizability,
we (1) diversify the auxiliary gender classifiers and (2) di-
versify the autoencoder component of the SANs during the
training phase.

3.3. Ensemble SAN Architecture

The original SAN model used single-attribute prototype
images, which were computed by averaging over all male
and female images, respectively, in the training dataset [31].
However, this approach does not take other soft-biometric
attributes into account, such as race and age, which in-
creases the risk of introducing a systematic bias to the
perturbed images if certain attributes are over- or under-
represented in the training dataset. This issue is addressed
in the current work.

Figure 2: Architecture of the original SAN model [31].
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Figure 3: Schematic of the proposed ensemble of t SAN
models. During the training phase, each SAN model, Si,
is associated with an auxiliary gender classifier Gi and an
auxiliary face matcher M i (common across all SANs). Dur-
ing the evaluation phase, the trained SAN models are used
to generate t outputs {Y 1, Y 2, ..., Y t}.

Proposed Ensemble Model: The overall architecture of
the proposed model is shown in Figure 3. The ensemble
consists of t individual SAN models that are trained inde-
pendently as will be discussed later. Each model is associ-
ated with an individually pre-trained auxiliary gender clas-
sifier and a pre-trained auxiliary face matcher.3 After the
training of a SAN model has been completed, the auxiliary
networks (gender classifier and face matcher) are discarded,
and each SAN model Sj is used to generate an output image
Y j (j 2 {1, ..., t}) from an input image X , which results in
a total of t output images.

We further propose that taking attributes other than just
the attribute of interest (i.e., gender) into account reduces
side-effects such as modifications to the race and age of an
input image. Considering three binary attributes, gender
(male, female), age (young, old), and race (black, white),
we can categorize an input image into one of eight disjoint

3The term auxiliary is used to indicate that these gender classifiers and
face matchers are only used during training and not associated with any of
the “unseen” gender classifiers and face matchers that will be used in the
evaluation phase.

3

Figure 4: Face prototypes computed for each group of at-
tribute labels. The abbreviations at the bottom of each im-
age refer to the prototype attribute-classes, where Y=young,
O=old, M=male, F=female, W=white, B=black.

groups. For each group, we generate a prototype image,
which is the average of all face images from the training
dataset that belong to that group. Hence, given eight distinct
categories or groups, eight different prototypes are com-
puted. Next, an opposite-attribute prototype is defined by
flipping one of the binary attribute labels of an input im-
age. For example, if the input image had the attribute labels
{young, female, white}, the opposite-gender prototype cho-
sen for gender perturbation would be {young, male, white}.
The face prototype for each group is shown in Figure 4, and
is computed by aligning the corresponding faces onto the
the average face shape of each group.

The similarities and differences between the originally
proposed SAN model and the ensemble SANs developed in
this work are summarized below:

• The autoencoder, auxiliary gender classifier, and aux-
iliary face matcher architectures are similar to the orig-
inal SAN model.

• In contrast to the original SAN model, we construct
face image prototypes to reduce alterations to non-
target attributes such as age and race.

• Instead of training a single SAN model, we create an
ensemble of diverse SAN models that extend the range
of arbitrary gender classifiers that can be confounded
while preserving the utility of arbitrary face matchers.

3.4. Ensemble of SANs: Training Approach

To obtain a diverse set of SAN models, we trained
the individual SAN models using different initial random
weights. Further, we enhanced the diversity among the
models by designing three different training schemes for the
auxiliary gender classifier component of the SAN model as
illustrated in Figure 5 and further described below.

• E1 (regular): Consists of five SANs, where the aux-
iliary gender classifier in each SAN model was initial-
ized with different initial random weights. The models
were trained on the CelebA training partition without
resampling.

Figure 5: An example illustrating the oversampling tech-
nique used for enforcing diversity among SAN models in
an ensemble. A: A random subset of samples are dupli-
cated. B: Different Ensemble SANs (E1, E2, and E3) are
trained on the CelebA-train dataset. SANs of the E1 en-
semble are trained on the same dataset with different ran-
dom seeds. In addition to using different random seeds, E2
SAN models are trained on datasets created by resampling
the original dataset (duplicating a random subset of the im-
ages). Finally, for E3, a random subset of black subjects was
duplicated for training the different SANs in the ensemble.

• E2 (subject-based oversampling): Consists of five
SANs similar to E1, but in addition to choosing dif-
ferent initial random weights for the auxiliary gender
classifiers, we applied a resampling technique by du-
plicating each sample from a random subset of sub-
jects (representing 10% of the images in the training
set). The selected subjects are disjoint across the five
models, and the samples are duplicated four times.

• E3 (race-based oversampling): Five SANs were
trained, similar to E1 and E2, but instead of resampling
a random subset of subjects as in E2, we resampled in-
stances of the minority race represented in the CelebA
dataset to balance the racial distribution in the train-
ing data. In particular, a random 10%-subset of black
samples was duplicated 40 times, that is, 10% of the
black samples were copied 40 times and appended to

4

Improvements to construct a more diverse set of SAN models 
for better generalizability
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FlowSAN: Privacy-enhancing Semi-Adversarial Networks 
to Confound Arbitrary Face-based Gender Classifiers 


V Mirjalili, S Raschka, A Ross (2019) 
FlowSAN: Privacy-enhancing Semi-Adversarial Networks to Confound Arbitrary Face-based Gender Classifiers  
IEEE Access 2019, 10.1109/ACCESS.2019.2924619
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Fig. 1: Illustration of the overall objective of this work: trans-
forming an input face image across three orthogonal axes for
imparting multi-attribute privacy selectively while retaining
biometric recognition utility. The abbreviated letters are M:
Matching, G: Gender, A: Age, and R: Race.

(Fig. 1) while retaining biometric matching performance.
The main differences between PrivacyNet and previous
work on perturbing facial attributes while maintaining bio-
metric matching utility are as follows:

• The adversarial examples generated in [42] were only
focused on the gender attribute, and the resulting
outputs were not generalizable to unseen3 gender
classifiers.

• The generalizability issue of [42] was addressed by
developing semi-adversarial networks [36] and their
subsequent variants [41] and [40]. However, all of
the aforementioned methods are focused on a single
attribute, gender, whereas PrivacyNet can perturb
race, gender, and age attributes.

• Furthermore, PrivacyNet is a GAN-based model
with cycle consistency loss, in contrast to the regular
convolutional autoencoders used in [36], [40], [41]

The organization of this paper is as follows. Section 2
discusses existing methods for imparting privacy to face
images. In Section 3, we describe our proposed PrivacyNet
method, including a detailed description of the neural net-
work architecture and datasets used in this study. Section 4
presents and discusses the experimental results obtained by
analyzing the matching utility of face images after perturb-
ing facial attributes.

2 RELATED WORK

With recent advances in machine learning and deep learn-
ing for computer vision, the prediction of soft biometric
attributes such as age, gender, and ethnicity from facial
biometric data has been widely studied [16], [43], [44], [45],
[46]. For instance, the use of convolutional neural networks
for predicting the gender from face images has resulted in
models with almost perfect prediction accuracy [45], [47],
[48], [49], [50]. Methods for estimating the apparent age from
face images are similarly well studied, and current-state of
the art methods can predict the apparent age of a person

3. The term “unseen” refers to matchers, classifiers or data that were
not used during training.

with a prediction error below three years on average [43],
[44], [51], [52].

While tremendous progress has been made towards the
automatic extraction of personal attributes of face images,
the development of methods and techniques for imparting
soft biometric privacy is still a relatively recent area of
research. In 2014, Othman and Ross introduced the concept
of soft biometric privacy, where a face image is modified
such that the gender information is confounded while the
recognition utility of the face image is preserved [34]. The
researchers proposed a face mixing approach, where a face
image is morphed with a candidate face image from the
opposite gender. As a result, the resulting mixed face im-
age contains both male and females features such that the
gender information was fully anonymized. Sim and Zhang
then developed methods for imparting soft biometric pri-
vacy to multiple attributes based on multi-modal discrimi-
nant analysis, in which certain attributes can be selectively
suppressed while retaining others [35]. They proposed a
technique that decomposes a face image representation into
orthogonal axes corresponding to gender, age, and ethnic-
ity, and the identity information is left as a residual of
this decomposition. This enables transforming a face image
along one axis resulting in modifying the corresponding
attribute, while other information of the face image remains
visibly unchanged to the human eye. They also showed that
their proposed method can alter identities of face images,
which is useful for face de-identification [53]. However,
Sim and Zhang’s [35] method cannot explicitly preserve
the matching performance of transformed face images and,
therefore, the biometric utility of the resulting face images
is severely diminished.

In 2013, Szegedy et al. [54] studied the vulnerability of
Deep Neural Networks (DNNs) towards adversarial pertur-
bations. Adversarial perturbations are small perturbations
added to an input image, typically imperceptible to a human
observer, that can cause the DNN to misclassify images with
high confidence. In recent years, several methods for gener-
ating such adversarial perturbations have been proposed,
and the development of methods that make DNN-based
models more robust against these so-called adversarial at-
tacks remains an active area of research [55], [56], [57], [58],
[59], [60], [61], [62]. The vulnerability to adversarial attacks
raises several security concerns for the use of machine learn-
ing systems in computer vision applications [32], [55], [63],
[64]. Recently, Rozsa et al. [65] investigated the robustness
of binary facial attribute classifiers to adversarial attacks.
Based on the concept of adding adversarial perturbations to
an input image, Mirjalili and Ross [42] investigated the pos-
sibility of generating adversarial perturbations for impart-
ing soft-biometric privacy to face images. This scheme was
further extended by Chhabera et al. [37] to conceal multiple
face attributes simultaneously. While these perturbation-
based methods are shown to successfully derive adversarial
examples based on a specific attribute classifier, the per-
turbed output images are not generalizable across unseen
attribute classifiers. For a real-world privacy application,
generalizability of adversarial examples to unseen attribute
classifiers is critical [41].

Recently, methods have been developed that impart pri-
vacy through the design and use of specific face representa-

Authorized licensed use limited to: University of Wisconsin. Downloaded on September 22,2020 at 23:56:04 UTC from IEEE Xplore.  Restrictions apply. 
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PrivacyNet replaces the convolutional autoencoder with 
a GAN-based model with cycle consistency loss
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Does not require paired images from source and target domains

Unpaired Image-to-Image Translation
using Cycle-Consistent Adversarial Networks

Jun-Yan Zhu⇤ Taesung Park⇤ Phillip Isola Alexei A. Efros
Berkeley AI Research (BAIR) laboratory, UC Berkeley
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Figure 1: Given any two unordered image collections X and Y , our algorithm learns to automatically “translate” an image
from one into the other and vice versa: (left) Monet paintings and landscape photos from Flickr; (center) zebras and horses
from ImageNet; (right) summer and winter Yosemite photos from Flickr. Example application (bottom): using a collection
of paintings of famous artists, our method learns to render natural photographs into the respective styles.

Abstract
Image-to-image translation is a class of vision and

graphics problems where the goal is to learn the mapping
between an input image and an output image using a train-
ing set of aligned image pairs. However, for many tasks,
paired training data will not be available. We present an
approach for learning to translate an image from a source
domain X to a target domain Y in the absence of paired
examples. Our goal is to learn a mapping G : X ! Y
such that the distribution of images from G(X) is indistin-
guishable from the distribution Y using an adversarial loss.
Because this mapping is highly under-constrained, we cou-
ple it with an inverse mapping F : Y ! X and introduce a
cycle consistency loss to enforce F (G(X)) ⇡ X (and vice
versa). Qualitative results are presented on several tasks
where paired training data does not exist, including collec-
tion style transfer, object transfiguration, season transfer,
photo enhancement, etc. Quantitative comparisons against
several prior methods demonstrate the superiority of our
approach.

1. Introduction
What did Claude Monet see as he placed his easel by the

bank of the Seine near Argenteuil on a lovely spring day
in 1873 (Figure 1, top-left)? A color photograph, had it
been invented, may have documented a crisp blue sky and
a glassy river reflecting it. Monet conveyed his impression
of this same scene through wispy brush strokes and a bright
palette.

What if Monet had happened upon the little harbor in
Cassis on a cool summer evening (Figure 1, bottom-left)?
A brief stroll through a gallery of Monet paintings makes it
possible to imagine how he would have rendered the scene:
perhaps in pastel shades, with abrupt dabs of paint, and a
somewhat flattened dynamic range.

We can imagine all this despite never having seen a side
by side example of a Monet painting next to a photo of the
scene he painted. Instead, we have knowledge of the set of
Monet paintings and of the set of landscape photographs.
We can reason about the stylistic differences between these
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Figure 1: Given any two unordered image collections X and Y , our algorithm learns to automatically “translate” an image
from one into the other and vice versa: (left) Monet paintings and landscape photos from Flickr; (center) zebras and horses
from ImageNet; (right) summer and winter Yosemite photos from Flickr. Example application (bottom): using a collection
of paintings of famous artists, our method learns to render natural photographs into the respective styles.

Abstract
Image-to-image translation is a class of vision and

graphics problems where the goal is to learn the mapping
between an input image and an output image using a train-
ing set of aligned image pairs. However, for many tasks,
paired training data will not be available. We present an
approach for learning to translate an image from a source
domain X to a target domain Y in the absence of paired
examples. Our goal is to learn a mapping G : X ! Y
such that the distribution of images from G(X) is indistin-
guishable from the distribution Y using an adversarial loss.
Because this mapping is highly under-constrained, we cou-
ple it with an inverse mapping F : Y ! X and introduce a
cycle consistency loss to enforce F (G(X)) ⇡ X (and vice
versa). Qualitative results are presented on several tasks
where paired training data does not exist, including collec-
tion style transfer, object transfiguration, season transfer,
photo enhancement, etc. Quantitative comparisons against
several prior methods demonstrate the superiority of our
approach.

1. Introduction
What did Claude Monet see as he placed his easel by the

bank of the Seine near Argenteuil on a lovely spring day
in 1873 (Figure 1, top-left)? A color photograph, had it
been invented, may have documented a crisp blue sky and
a glassy river reflecting it. Monet conveyed his impression
of this same scene through wispy brush strokes and a bright
palette.

What if Monet had happened upon the little harbor in
Cassis on a cool summer evening (Figure 1, bottom-left)?
A brief stroll through a gallery of Monet paintings makes it
possible to imagine how he would have rendered the scene:
perhaps in pastel shades, with abrupt dabs of paint, and a
somewhat flattened dynamic range.

We can imagine all this despite never having seen a side
by side example of a Monet painting next to a photo of the
scene he painted. Instead, we have knowledge of the set of
Monet paintings and of the set of landscape photographs.
We can reason about the stylistic differences between these
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from one into the other and vice versa: (left) Monet paintings and landscape photos from Flickr; (center) zebras and horses
from ImageNet; (right) summer and winter Yosemite photos from Flickr. Example application (bottom): using a collection
of paintings of famous artists, our method learns to render natural photographs into the respective styles.

Abstract
Image-to-image translation is a class of vision and

graphics problems where the goal is to learn the mapping
between an input image and an output image using a train-
ing set of aligned image pairs. However, for many tasks,
paired training data will not be available. We present an
approach for learning to translate an image from a source
domain X to a target domain Y in the absence of paired
examples. Our goal is to learn a mapping G : X ! Y
such that the distribution of images from G(X) is indistin-
guishable from the distribution Y using an adversarial loss.
Because this mapping is highly under-constrained, we cou-
ple it with an inverse mapping F : Y ! X and introduce a
cycle consistency loss to enforce F (G(X)) ⇡ X (and vice
versa). Qualitative results are presented on several tasks
where paired training data does not exist, including collec-
tion style transfer, object transfiguration, season transfer,
photo enhancement, etc. Quantitative comparisons against
several prior methods demonstrate the superiority of our
approach.

1. Introduction
What did Claude Monet see as he placed his easel by the

bank of the Seine near Argenteuil on a lovely spring day
in 1873 (Figure 1, top-left)? A color photograph, had it
been invented, may have documented a crisp blue sky and
a glassy river reflecting it. Monet conveyed his impression
of this same scene through wispy brush strokes and a bright
palette.

What if Monet had happened upon the little harbor in
Cassis on a cool summer evening (Figure 1, bottom-left)?
A brief stroll through a gallery of Monet paintings makes it
possible to imagine how he would have rendered the scene:
perhaps in pastel shades, with abrupt dabs of paint, and a
somewhat flattened dynamic range.

We can imagine all this despite never having seen a side
by side example of a Monet painting next to a photo of the
scene he painted. Instead, we have knowledge of the set of
Monet paintings and of the set of landscape photographs.
We can reason about the stylistic differences between these
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Unpaired Image-to-Image Translation
using Cycle-Consistent Adversarial Networks

Jun-Yan Zhu⇤ Taesung Park⇤ Phillip Isola Alexei A. Efros
Berkeley AI Research (BAIR) laboratory, UC Berkeley

Zebras Horses

horse        zebra

zebra        horse

Summer Winter

summer        winter

winter        summer

Photograph Van Gogh CezanneMonet Ukiyo-e

Monet        Photos

Monet        photo

photo       Monet

Figure 1: Given any two unordered image collections X and Y , our algorithm learns to automatically “translate” an image
from one into the other and vice versa: (left) Monet paintings and landscape photos from Flickr; (center) zebras and horses
from ImageNet; (right) summer and winter Yosemite photos from Flickr. Example application (bottom): using a collection
of paintings of famous artists, our method learns to render natural photographs into the respective styles.
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Conditional GAN

In the generator the prior input noise pz(z), and y are combined in joint hidden representation, and
the adversarial training framework allows for considerable flexibility in how this hidden representa-
tion is composed. 1

In the discriminator x and y are presented as inputs and to a discriminative function (embodied
again by a MLP in this case).

The objective function of a two-player minimax game would be as Eq 2

min
G

max
D

V (D,G) = Ex⇠pdata(x)[logD(x|y)] + Ez⇠pz(z)[log(1�D(G(z|y)))]. (2)

Fig 1 illustrates the structure of a simple conditional adversarial net.

Figure 1: Conditional adversarial net

4 Experimental Results

4.1 Unimodal

We trained a conditional adversarial net on MNIST images conditioned on their class labels, encoded
as one-hot vectors.

In the generator net, a noise prior z with dimensionality 100 was drawn from a uniform distribution
within the unit hypercube. Both z and y are mapped to hidden layers with Rectified Linear Unit
(ReLu) activation [4, 11], with layer sizes 200 and 1000 respectively, before both being mapped to
second, combined hidden ReLu layer of dimensionality 1200. We then have a final sigmoid unit
layer as our output for generating the 784-dimensional MNIST samples.

1For now we simply have the conditioning input and prior noise as inputs to a single hidden layer of a MLP,
but one could imagine using higher order interactions allowing for complex generation mechanisms that would
be extremely difficult to work with in a traditional generative framework.

3

Mirza, M., & Osindero, S. (2014). Conditional generative adversarial nets. https://arxiv.org/abs/1411.1784

https://arxiv.org/abs/1411.1784
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Conditional GAN

Mirza, M., & Osindero, S. (2014). Conditional generative adversarial nets. https://arxiv.org/abs/1411.1784
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Fig. 2: Schematic representation of the architecture of PrivacyNet for deriving perturbations to obfuscate three attribute
classifiers – gender, age and race – while allowing biometric face matchers to perform well. (A) Different components of the
PrivacyNet: generator, source discriminator, attribute classifier, and auxiliary face matcher. (B) Cycle-consistency constraint
applied to the generator by transforming an input face image to a target label and reconstructing the original version.

to distinguish real images from those synthesized by the
generator.

The total loss terms for training the discriminator
(LD,tot) and the generator (LG,tot) are as follows:

LD,tot = LD,src + λD,attrLD,attr, (1)

and

LG,tot = LG,src + λG,attrLG,attr+
λmLG,m + λrecLG,rec,

(2)

where, λ coefficients are hyperparameters representing the
relative weights for the corresponding loss terms. The indi-
vidual terms of the total loss for the discriminator (LD,tot)
and the generator (LG,tot) are described in the following
paragraphs.

For the discriminator, the loss term associated with
source discrimination (i.e., discriminating between real and
synthesized images) is defined as

LD,src = EX,V0

[

− log
(

Dsrc(X,V0)
)

]

+

EX,Vt

[

− log
(

1−Dsrc (G(X,Vt),Vt)
)

]

,
(3)

where, EX,V

[

f(X,V)
]

represents the expected value of the
random variable f(X,V) taken over distribution of X given
the conditional variable V . Similarly, the loss associated with
the source discrimination for the generator subnetwork is
defined as

LG,src = EX,Vt

[

log(1−Dsrc

(

G(X,Vt),Vt)
)

]

, (4)

where, Dsrc(X) returns the estimate of the probability that
the input image X is real or was synthesized by the genera-
tor.

Next, the loss terms for attribute classification are de-
fined as

LD,attr = EX,V0

[

− log
(

Dattr(V0|X)
)

]

(5)

and

LG,attr = EX,Vt

[

− log
(

Dattr(Vt|G(X,Vt))
)

]

, (6)

where, Dattr(V|X) is the probability that input image X
belongs to attribute class V .

The loss term for optimizing the performance of the bio-
metric face matcher M on the perturbed images is defined
as the squared L2 distance between the normalized features
of the original face image X and those of the synthesized
image G(X,Vt):

LG,m = EX,Vt

[

‖RM(X)−RM(G(X,Vt))‖
2

2

]

, (7)

where, RM(X) is the normalized face descriptor of face
image X after applying a face matcher M.

Lastly, a reconstruction loss term is used to form a cycle-
consistent GAN that is able to reconstruct the original face
image X from its modified face image X ′ = G(X,Vt):

LG,rec = EX,V0,Vt

[

‖X −G(G(X,Vt),V0)‖1
]

. (8)

Note that the distance term in Eq. 8 is computed as
the pixel-wise L1 norm between the original and modified
images, which empirically results in less blurry images com-
pared to employing a L2 norm as the distance measure [83].

3.3 Neural Network Architecture of PrivacyNet

The composition of the different neural networks used in
PrivacyNet, generator G, real vs. synthetic classifier Dsrc,
attribute classifier Dattr , and face matcher RM is described
in Fig. 3. The generator and the discriminator architectures
were adapted from [84] and [82], respectively.

Generator. The generator G receives as input an RGB
face image X of size 224 × 224 × 3 along with the target
labels Vt concatenated as extra channels. The first two
convolutional layers, with stride 2, reduce the size of the
input image to a to 32 × 32 with 128 channels. The con-
volutional layers are followed by instance normalization

Authorized licensed use limited to: University of Wisconsin. Downloaded on September 22,2020 at 23:56:04 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 2: Schematic representation of the architecture of PrivacyNet for deriving perturbations to obfuscate three attribute
classifiers – gender, age and race – while allowing biometric face matchers to perform well. (A) Different components of the
PrivacyNet: generator, source discriminator, attribute classifier, and auxiliary face matcher. (B) Cycle-consistency constraint
applied to the generator by transforming an input face image to a target label and reconstructing the original version.

to distinguish real images from those synthesized by the
generator.

The total loss terms for training the discriminator
(LD,tot) and the generator (LG,tot) are as follows:

LD,tot = LD,src + λD,attrLD,attr, (1)

and

LG,tot = LG,src + λG,attrLG,attr+
λmLG,m + λrecLG,rec,

(2)

where, λ coefficients are hyperparameters representing the
relative weights for the corresponding loss terms. The indi-
vidual terms of the total loss for the discriminator (LD,tot)
and the generator (LG,tot) are described in the following
paragraphs.

For the discriminator, the loss term associated with
source discrimination (i.e., discriminating between real and
synthesized images) is defined as

LD,src = EX,V0

[

− log
(

Dsrc(X,V0)
)

]

+

EX,Vt

[

− log
(

1−Dsrc (G(X,Vt),Vt)
)

]

,
(3)

where, EX,V

[

f(X,V)
]

represents the expected value of the
random variable f(X,V) taken over distribution of X given
the conditional variable V . Similarly, the loss associated with
the source discrimination for the generator subnetwork is
defined as

LG,src = EX,Vt

[

log(1−Dsrc

(

G(X,Vt),Vt)
)

]

, (4)

where, Dsrc(X) returns the estimate of the probability that
the input image X is real or was synthesized by the genera-
tor.

Next, the loss terms for attribute classification are de-
fined as

LD,attr = EX,V0

[

− log
(

Dattr(V0|X)
)

]

(5)

and

LG,attr = EX,Vt

[

− log
(

Dattr(Vt|G(X,Vt))
)

]

, (6)

where, Dattr(V|X) is the probability that input image X
belongs to attribute class V .

The loss term for optimizing the performance of the bio-
metric face matcher M on the perturbed images is defined
as the squared L2 distance between the normalized features
of the original face image X and those of the synthesized
image G(X,Vt):

LG,m = EX,Vt

[

‖RM(X)−RM(G(X,Vt))‖
2

2

]

, (7)

where, RM(X) is the normalized face descriptor of face
image X after applying a face matcher M.

Lastly, a reconstruction loss term is used to form a cycle-
consistent GAN that is able to reconstruct the original face
image X from its modified face image X ′ = G(X,Vt):

LG,rec = EX,V0,Vt

[

‖X −G(G(X,Vt),V0)‖1
]

. (8)

Note that the distance term in Eq. 8 is computed as
the pixel-wise L1 norm between the original and modified
images, which empirically results in less blurry images com-
pared to employing a L2 norm as the distance measure [83].

3.3 Neural Network Architecture of PrivacyNet

The composition of the different neural networks used in
PrivacyNet, generator G, real vs. synthetic classifier Dsrc,
attribute classifier Dattr , and face matcher RM is described
in Fig. 3. The generator and the discriminator architectures
were adapted from [84] and [82], respectively.

Generator. The generator G receives as input an RGB
face image X of size 224 × 224 × 3 along with the target
labels Vt concatenated as extra channels. The first two
convolutional layers, with stride 2, reduce the size of the
input image to a to 32 × 32 with 128 channels. The con-
volutional layers are followed by instance normalization
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Fig. 2: Schematic representation of the architecture of PrivacyNet for deriving perturbations to obfuscate three attribute
classifiers – gender, age and race – while allowing biometric face matchers to perform well. (A) Different components of the
PrivacyNet: generator, source discriminator, attribute classifier, and auxiliary face matcher. (B) Cycle-consistency constraint
applied to the generator by transforming an input face image to a target label and reconstructing the original version.

to distinguish real images from those synthesized by the
generator.

The total loss terms for training the discriminator
(LD,tot) and the generator (LG,tot) are as follows:

LD,tot = LD,src + λD,attrLD,attr, (1)

and

LG,tot = LG,src + λG,attrLG,attr+
λmLG,m + λrecLG,rec,

(2)

where, λ coefficients are hyperparameters representing the
relative weights for the corresponding loss terms. The indi-
vidual terms of the total loss for the discriminator (LD,tot)
and the generator (LG,tot) are described in the following
paragraphs.

For the discriminator, the loss term associated with
source discrimination (i.e., discriminating between real and
synthesized images) is defined as

LD,src = EX,V0

[

− log
(

Dsrc(X,V0)
)

]

+

EX,Vt

[

− log
(

1−Dsrc (G(X,Vt),Vt)
)

]

,
(3)

where, EX,V

[

f(X,V)
]

represents the expected value of the
random variable f(X,V) taken over distribution of X given
the conditional variable V . Similarly, the loss associated with
the source discrimination for the generator subnetwork is
defined as

LG,src = EX,Vt

[

log(1−Dsrc

(

G(X,Vt),Vt)
)

]

, (4)

where, Dsrc(X) returns the estimate of the probability that
the input image X is real or was synthesized by the genera-
tor.

Next, the loss terms for attribute classification are de-
fined as

LD,attr = EX,V0

[

− log
(

Dattr(V0|X)
)

]

(5)

and

LG,attr = EX,Vt

[

− log
(

Dattr(Vt|G(X,Vt))
)

]

, (6)

where, Dattr(V|X) is the probability that input image X
belongs to attribute class V .

The loss term for optimizing the performance of the bio-
metric face matcher M on the perturbed images is defined
as the squared L2 distance between the normalized features
of the original face image X and those of the synthesized
image G(X,Vt):

LG,m = EX,Vt

[

‖RM(X)−RM(G(X,Vt))‖
2

2

]

, (7)

where, RM(X) is the normalized face descriptor of face
image X after applying a face matcher M.

Lastly, a reconstruction loss term is used to form a cycle-
consistent GAN that is able to reconstruct the original face
image X from its modified face image X ′ = G(X,Vt):

LG,rec = EX,V0,Vt

[

‖X −G(G(X,Vt),V0)‖1
]

. (8)

Note that the distance term in Eq. 8 is computed as
the pixel-wise L1 norm between the original and modified
images, which empirically results in less blurry images com-
pared to employing a L2 norm as the distance measure [83].

3.3 Neural Network Architecture of PrivacyNet

The composition of the different neural networks used in
PrivacyNet, generator G, real vs. synthetic classifier Dsrc,
attribute classifier Dattr , and face matcher RM is described
in Fig. 3. The generator and the discriminator architectures
were adapted from [84] and [82], respectively.

Generator. The generator G receives as input an RGB
face image X of size 224 × 224 × 3 along with the target
labels Vt concatenated as extra channels. The first two
convolutional layers, with stride 2, reduce the size of the
input image to a to 32 × 32 with 128 channels. The con-
volutional layers are followed by instance normalization
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Fig. 2: Schematic representation of the architecture of PrivacyNet for deriving perturbations to obfuscate three attribute
classifiers – gender, age and race – while allowing biometric face matchers to perform well. (A) Different components of the
PrivacyNet: generator, source discriminator, attribute classifier, and auxiliary face matcher. (B) Cycle-consistency constraint
applied to the generator by transforming an input face image to a target label and reconstructing the original version.

to distinguish real images from those synthesized by the
generator.

The total loss terms for training the discriminator
(LD,tot) and the generator (LG,tot) are as follows:

LD,tot = LD,src + λD,attrLD,attr, (1)

and

LG,tot = LG,src + λG,attrLG,attr+
λmLG,m + λrecLG,rec,

(2)

where, λ coefficients are hyperparameters representing the
relative weights for the corresponding loss terms. The indi-
vidual terms of the total loss for the discriminator (LD,tot)
and the generator (LG,tot) are described in the following
paragraphs.

For the discriminator, the loss term associated with
source discrimination (i.e., discriminating between real and
synthesized images) is defined as

LD,src = EX,V0

[

− log
(

Dsrc(X,V0)
)

]

+

EX,Vt

[

− log
(

1−Dsrc (G(X,Vt),Vt)
)

]

,
(3)

where, EX,V

[

f(X,V)
]

represents the expected value of the
random variable f(X,V) taken over distribution of X given
the conditional variable V . Similarly, the loss associated with
the source discrimination for the generator subnetwork is
defined as

LG,src = EX,Vt

[

log(1−Dsrc

(

G(X,Vt),Vt)
)

]

, (4)

where, Dsrc(X) returns the estimate of the probability that
the input image X is real or was synthesized by the genera-
tor.

Next, the loss terms for attribute classification are de-
fined as

LD,attr = EX,V0

[

− log
(

Dattr(V0|X)
)

]

(5)

and

LG,attr = EX,Vt

[

− log
(

Dattr(Vt|G(X,Vt))
)

]

, (6)

where, Dattr(V|X) is the probability that input image X
belongs to attribute class V .

The loss term for optimizing the performance of the bio-
metric face matcher M on the perturbed images is defined
as the squared L2 distance between the normalized features
of the original face image X and those of the synthesized
image G(X,Vt):

LG,m = EX,Vt

[

‖RM(X)−RM(G(X,Vt))‖
2

2

]

, (7)

where, RM(X) is the normalized face descriptor of face
image X after applying a face matcher M.

Lastly, a reconstruction loss term is used to form a cycle-
consistent GAN that is able to reconstruct the original face
image X from its modified face image X ′ = G(X,Vt):

LG,rec = EX,V0,Vt

[

‖X −G(G(X,Vt),V0)‖1
]

. (8)

Note that the distance term in Eq. 8 is computed as
the pixel-wise L1 norm between the original and modified
images, which empirically results in less blurry images com-
pared to employing a L2 norm as the distance measure [83].

3.3 Neural Network Architecture of PrivacyNet

The composition of the different neural networks used in
PrivacyNet, generator G, real vs. synthetic classifier Dsrc,
attribute classifier Dattr , and face matcher RM is described
in Fig. 3. The generator and the discriminator architectures
were adapted from [84] and [82], respectively.

Generator. The generator G receives as input an RGB
face image X of size 224 × 224 × 3 along with the target
labels Vt concatenated as extra channels. The first two
convolutional layers, with stride 2, reduce the size of the
input image to a to 32 × 32 with 128 channels. The con-
volutional layers are followed by instance normalization
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Fig. 2: Schematic representation of the architecture of PrivacyNet for deriving perturbations to obfuscate three attribute
classifiers – gender, age and race – while allowing biometric face matchers to perform well. (A) Different components of the
PrivacyNet: generator, source discriminator, attribute classifier, and auxiliary face matcher. (B) Cycle-consistency constraint
applied to the generator by transforming an input face image to a target label and reconstructing the original version.

to distinguish real images from those synthesized by the
generator.

The total loss terms for training the discriminator
(LD,tot) and the generator (LG,tot) are as follows:

LD,tot = LD,src + λD,attrLD,attr, (1)

and

LG,tot = LG,src + λG,attrLG,attr+
λmLG,m + λrecLG,rec,

(2)

where, λ coefficients are hyperparameters representing the
relative weights for the corresponding loss terms. The indi-
vidual terms of the total loss for the discriminator (LD,tot)
and the generator (LG,tot) are described in the following
paragraphs.

For the discriminator, the loss term associated with
source discrimination (i.e., discriminating between real and
synthesized images) is defined as

LD,src = EX,V0

[

− log
(

Dsrc(X,V0)
)

]

+

EX,Vt

[

− log
(

1−Dsrc (G(X,Vt),Vt)
)

]

,
(3)

where, EX,V

[

f(X,V)
]

represents the expected value of the
random variable f(X,V) taken over distribution of X given
the conditional variable V . Similarly, the loss associated with
the source discrimination for the generator subnetwork is
defined as

LG,src = EX,Vt

[

log(1−Dsrc

(

G(X,Vt),Vt)
)

]

, (4)

where, Dsrc(X) returns the estimate of the probability that
the input image X is real or was synthesized by the genera-
tor.

Next, the loss terms for attribute classification are de-
fined as

LD,attr = EX,V0

[

− log
(

Dattr(V0|X)
)

]

(5)

and

LG,attr = EX,Vt

[

− log
(

Dattr(Vt|G(X,Vt))
)

]

, (6)

where, Dattr(V|X) is the probability that input image X
belongs to attribute class V .

The loss term for optimizing the performance of the bio-
metric face matcher M on the perturbed images is defined
as the squared L2 distance between the normalized features
of the original face image X and those of the synthesized
image G(X,Vt):

LG,m = EX,Vt

[

‖RM(X)−RM(G(X,Vt))‖
2

2

]

, (7)

where, RM(X) is the normalized face descriptor of face
image X after applying a face matcher M.

Lastly, a reconstruction loss term is used to form a cycle-
consistent GAN that is able to reconstruct the original face
image X from its modified face image X ′ = G(X,Vt):

LG,rec = EX,V0,Vt

[

‖X −G(G(X,Vt),V0)‖1
]

. (8)

Note that the distance term in Eq. 8 is computed as
the pixel-wise L1 norm between the original and modified
images, which empirically results in less blurry images com-
pared to employing a L2 norm as the distance measure [83].

3.3 Neural Network Architecture of PrivacyNet

The composition of the different neural networks used in
PrivacyNet, generator G, real vs. synthetic classifier Dsrc,
attribute classifier Dattr , and face matcher RM is described
in Fig. 3. The generator and the discriminator architectures
were adapted from [84] and [82], respectively.

Generator. The generator G receives as input an RGB
face image X of size 224 × 224 × 3 along with the target
labels Vt concatenated as extra channels. The first two
convolutional layers, with stride 2, reduce the size of the
input image to a to 32 × 32 with 128 channels. The con-
volutional layers are followed by instance normalization
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Fig. 4: Five example face images from the CelebA dataset along with their transformed versions using PrivacyNet and
baseline-GAN models. The rows are marked by their selected attributes: G: gender, R: race, and A: age, where the specific
target age group is specified as A0 (young), A1 (middle-aged), or A2 (old).
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of PrivacyNet have the smallest deviation from the ROC curve of original images suggesting that the performance of face
matching is minimally impacted, which is desired.

Fig. 9: CMC curves showing the identification accuracy of unseen face matchers on the original images. Also shown is the
range of CMC curves for the PrivacyNet model and the baseline-GAN model, along with that of the face mixing [34] and
controllable face privacy [35] approaches. It must be noted that in cases where the results of PrivacyNet or GAN are not
visible, the curves overlapped with the CMC curve of the original images: this means that there was no change in matching
performance at all (which is the optimal case). The results confirm that transformations made by PrivacyNet preserve the
matching utility of face images.
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1 30 < age  45
2 45 < age
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Suggested future solutions now that we can 
hide/change the age in face images ...

Image source: https://www.pinterest.cl/pin/211458144973743149/

https://www.pinterest.cl/pin/211458144973743149/
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https://sebastianraschka.com 

@rasbt 

Sebastian Raschka

Thank You!


