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Modern Deep Learning with PyTorch

7.   Finetuning LLMs (4:55 - 5:25 pm)
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Schedule
1. Introduction to Deep Learning (1:30 - 2:00 pm)


2. Understanding the PyTorch API (2:00 - 2:30 pm)


3. Training Deep Neural Networks (2:30 - 3:00 pm)


10 Min Break 

4.  Accelerating PyTorch Model Training (3:10 - 3:45 pm)

5.  Organizing PyTorch Code (3:45 - 4:15 pm)


6.  More Tips and Techniques (4:15 - 4:45 pm)


10 Min Break 
7.   Finetuning LLMs (4:55 - 5:25 pm)


8.   Wrap Up & Questions (5:25 - 5:30 pm)
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Self-supervised pretraining

Step 1: pretrain on large unlabeled dataset 
(learn a general language model)

Step 2: fine-tune on smaller, labeled target dataset

1 a) Predict randomly masked words

1 b) Predict next word (here)
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GPT 1

GPT 2

GPT 3

InstructGPT

& ChatGPT

Date

2018

2019

2020

2022

Size

110 million

1.5 billion

175 billion

GPT 3-based

Paper

Improving Language 
Understanding by 
Generative Pre-Training

Language Models are 
Unsupervised Multitask 
Learners

Language Models are  
Few-Shot Learners

Aligning Language Models 
to Follow Instructions
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GPT models are generative models  
(as opposed to classifiers)
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GPT models are generative models  
(as opposed to classifiers)
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https://s3-us-west-2.amazonaws.com/openai-assets/
research-covers/language-unsupervised/

language_understanding_paper.pdf

GPT is essentially the decoder part 
of the original transformer

https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
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Feed model text from left to right, and it learns to 
predict the next word.
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Self-supervised pretraining

Step 1: pretrain on large unlabeled dataset 
(learn a general language model)

Step 2: fine-tune on smaller, labeled target dataset

Predict next word
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Fine-tune for target task
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GPT 2 and 3 focused on zero- and few-shot learning
via in-context learning
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Zero-shot
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One-shot
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Few-shot
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InstructGPT and ChatGPT are Additionally Trained 
on Human Feedback

Training language models to follow instructions with human feedback, https://arxiv.org/abs/2203.02155
Figure 2: A diagram illustrating the three steps of our method: (1) supervised fine-tuning (SFT), (2)
reward model (RM) training, and (3) reinforcement learning via proximal policy optimization (PPO)
on this reward model. Blue arrows indicate that this data is used to train one of our models. In Step 2,
boxes A-D are samples from our models that get ranked by labelers. See Section 3 for more details
on our method.

sizes (1.3B, 6B, and 175B parameters), and all of our models use the GPT-3 architecture. Our main
findings are as follows:

Labelers significantly prefer InstructGPT outputs over outputs from GPT-3. On our test set,
outputs from the 1.3B parameter InstructGPT model are preferred to outputs from the 175B GPT-3,
despite having over 100x fewer parameters. These models have the same architecture, and differ only
by the fact that InstructGPT is fine-tuned on our human data. This result holds true even when we
add a few-shot prompt to GPT-3 to make it better at following instructions. Outputs from our 175B
InstructGPT are preferred to 175B GPT-3 outputs 85 ± 3% of the time, and preferred 71 ± 4% of the
time to few-shot 175B GPT-3. InstructGPT models also generate more appropriate outputs according
to our labelers, and more reliably follow explicit constraints in the instruction.

InstructGPT models show improvements in truthfulness over GPT-3. On the TruthfulQA
benchmark, InstructGPT generates truthful and informative answers about twice as often as GPT-3.
Our results are equally strong on the subset of questions that were not adversarially selected against
GPT-3. On “closed-domain” tasks from our API prompt distribution, where the output should not
contain information that is not present in the input (e.g. summarization and closed-domain QA),
InstructGPT models make up information not present in the input about half as often as GPT-3 (a
21% vs. 41% hallucination rate, respectively).

InstructGPT shows small improvements in toxicity over GPT-3, but not bias. To measure
toxicity, we use the RealToxicityPrompts dataset (Gehman et al., 2020) and conduct both automatic
and human evaluations. InstructGPT models generate about 25% fewer toxic outputs than GPT-3
when prompted to be respectful. InstructGPT does not significantly improve over GPT-3 on the
Winogender (Rudinger et al., 2018) and CrowSPairs (Nangia et al., 2020) datasets.

We can minimize performance regressions on public NLP datasets by modifying our RLHF
fine-tuning procedure. During RLHF fine-tuning, we observe performance regressions compared
to GPT-3 on certain public NLP datasets, notably SQuAD (Rajpurkar et al., 2018), DROP (Dua et al.,
2019), HellaSwag (Zellers et al., 2019), and WMT 2015 French to English translation (Bojar et al.,
2015). This is an example of an “alignment tax” since our alignment procedure comes at the cost of

3
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Today, transformers (large language models) are 
also used for …


• Classification (e.g., BERT)


• Various text summarization and generation tasks (e.g., GPT)


• Conversational chatbots (e.g., ChatGPT)


• Protein structure prediction from sequence data (e.g., AlphaFold 2)
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https://s3-us-west-2.amazonaws.com/openai-assets/
research-covers/language-unsupervised/

language_understanding_paper.pdf

GPT is essentially the decoder part 
of the original transformer

GPT Recap

https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
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Self-supervised pretraining

Step 1: pretrain on large unlabeled dataset 
(learn a general language model)

Step 2: fine-tune on smaller, labeled target dataset

Predict next word (unidirectional self-attention)

GPT Recap
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Self-supervised pretraining

Step 1: pretrain on large unlabeled dataset 
(learn a general language model)

Step 2: fine-tune on smaller, labeled target dataset

Predict next word (unidirectional self-attention)

BERT

a) Predict randomly masked words (bidirectional / nondirectional)

b) Sentence-order prediction
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BERT is essentially the encoder part 
of the original transformer

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, 

https://arxiv.org/abs/1810.04805
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Step 1: pretrain on large unlabeled dataset 
(learn a general language model)

a) Predict input sentence given randomly masked words
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The curious kitten deftly climbed the bookshelfInput sentence:

Pick 15% of the words randomly

The curious kitten deftly climbed the bookshelf
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The curious kitten deftly climbed the bookshelfInput sentence:

Pick 15% of the words randomly

The curious kitten deftly climbed the bookshelf

• 80% of the time, replace with [MASK] token


• 10% of the time, replace with random token (e.g. ate)


• 10% of the time, keep unchanged
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Step 1: pretrain on large unlabeled dataset 
(learn a general language model)

a) Predict input sentence given randomly masked words

b) Predict sentence order
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b) Predict sentence order

[CLS] Sentence A [SEP] Sentence B

Placeholder for the IsNext=True / False label in the decoder output
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b) Predict sentence order

[CLS] Toast is a simple yet delicious food [SEP] It’s often served with 
butter, jam, or honey.

IsNext = True

[CLS] It’s often served with butter, jam, or honey. [SEP] Toast is a 
simple yet delicious food.

IsNext = False
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2 ways of adopting a pretrained transformer  
for classification

2) Fine-tuning approach

1) Feature-based approach



Sebastian Raschka                                                                                                                                                                                                         SciPy 2023 32

1) Feature-based approach

Labeled training set

Pretrained 
transformer

Output embedding

Classifier / 

“Linear layer”

Keep frozen / fixed

Train / update weight parameters
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1) Feature-based approach

Labeled training set

Pretrained 
transformer

Output embedding

Classifier / 

“Linear layer”

Keep frozen / fixed

Train / update weight parameters

This can also be a non-neural network model

(e.g., XGBoost)
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1) Fine-tuning approach

Labeled training set

Pretrained 
transformer

Output embedding
Train / update last (new)

or all weight parameters

One or more

fully connected layers
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Exercise

Toggle between full finetuning and finetuning individual layers

(On 1 GPU)


