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Abstract

Recent research has proposed the use of Semi Adversar-
ial Networks (SAN) for imparting privacy to face images.
SANs are convolutional autoencoders that perturb face im-
ages such that the perturbed images cannot be reliably used
by an attribute classifier (e.g., a gender classifier) but can
still be used by a face matcher for matching purposes. How-
ever, the generalizability of SANs across multiple arbitrary
gender classifiers has not been demonstrated in the liter-
ature. In this work, we tackle the generalization issue by
designing an ensemble SAN model that generates a diverse
set of perturbed outputs for a given input face image. This
is accomplished by enforcing diversity among the individ-
ual models in the ensemble through the use of different data
augmentation techniques. The goal is to ensure that at least
one of the perturbed output faces will confound an arbi-
trary, previously unseen gender classifier. Extensive exper-
iments using different unseen gender classifiers and face
matchers are performed to demonstrate the efficacy of the
proposed paradigm in imparting gender privacy to face im-
ages.

1. Introduction

“If this is the age of information, then privacy is
the issue of our times.” [2]

Recent data breaches have not only caused tremendous
financial and societal consequences [27], but have raised
several privacy issues, urging a new body of legislation to
protect users’ privacy in e-corporates, governments, and in-
ternational affairs [3]. In addition, the newly implemented
General Data Protection Regulation (GDPR) [1] requires
businesses to explicitly inform the users about the pur-
pose of data collection, and prohibits any data process-
ing beyond the stated purpose. In principle, privacy laws
should grant users the right to determine for themselves

which information about them to reveal and which to con-
ceal [22,4,5, 21]. This has direct implications in the field of
biometrics, which is the science of recognizing individuals
based on their physical or behavioral traits. A person’s bio-
metric data, such as face or fingerprint images, may contain
private information about the individual [19]. For example,
soft biometric attributes such as age, gender, and race can
be gleaned from face images [13]. Recent advancements in
machine learning [37] have made it possible to automate the
extraction of such information from biometric data of indi-
viduals stored in central databases [ 13]. Extracting such in-
formation without an individual’s consent can be considered
a violation of their privacy [22, 4, 5, 32]. In this regard, re-
cent research has explored the possibility of modifying face
images such that certain soft biometric attributes cannot be
extracted, while the modified face image can still be used
for biometric recognition purposes.

2. Related Work

Extracting soft biometric attributes, such as age and
gender from face images, has been extensively stud-
ied [9, 16, 13]. A wide range of methods have been em-
ployed, including those based on custom feature extrac-
tion techniques [10] and those based on deep learning tech-
niques [26, 29, 20, 12, 16]. However, imparting soft bio-
metric privacy by confounding such attributes is a relatively
recent research area. One of the earliest attempts goes
back to 2014, when Othman and Ross [33] developed a
method for modifying the gender attribute of face images
while preserving their face matching utility. In 2015, Sim
and Zhang [4 1] proposed a face de-identification approach
where certain attributes were preserved while others could
be selectively perturbed.

Inspired by the notion of adversarial examples [43, 6]
and the study of robustness of facial attribute classifiers to
adversarial examples [39], Mirjalili and Ross [32] investi-
gated the possibility of utilizing adversarial images for im-
parting gender privacy. The researchers were able to gen-
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erate image perturbations targeting a specific gender clas-
sifier and showed that these perturbations could confound
the gender classifier, while preserving the performance of a
commercial face-matcher [32].

Although perturbed adversarial images have shown to
be effective in confounding a particular classifier, the is-
sue that these images may not adversarially affect other un-
seen classifiers limits their effectiveness in practical privacy
applications.! Adversarial images generated for a particu-
lar gender classifier may not generalize to another. Further-
more, in a real-world application, the knowledge of a gender
classifier may not be available in advance; as a result, gen-
erating adversarial images for an unseen gender classifier
would be difficult. To address this issue, Mirjalili et al. [31]
developed an autoencoder called Semi Adversarial Network
(SAN) for generating perturbed face images that could po-
tentially generalize across unseen gender classifiers. They
trained the SAN model using an auxiliary gender classifier
and an auxiliary face matcher and evaluated the success of
their model in producing output images that could confound
two unseen gender classifiers, while preserving the recog-
nition accuracy of an unseen face matcher. Although the
accuracy of the two unseen gender classifiers were indeed
confounded, yet, generalizability to a large number of un-
seen gender classifiers remains an open problem (see Sec-
tion 4). Furthermore, a human observer may be able to
correctly classify the gender of the perturbed images gen-
erated by their model (see Figure 6), which means that, in
principle, there exists an unseen gender classifier that can
correctly recognize the gender of the perturbed images. In
this paper, we formulate an ensemble technique to address
the limitations of the previous SAN model and facilitate its
generalizability to a large number of unseen gender classi-
fiers.” In the context of this work, the generalizability of a
SAN model is defined as its ability to perturb face images
in such a way that an arbitrary unseen gender classifier is
confounded while an arbitrary unseen face matcher retains
its utility.

The major contributions of this work are as follows:

e Designing an ensemble of SANs to address the prob-
lem of generalizability across unseen gender classi-
fiers.

e Conducting large-scale experiments that convey the
practicality and efficacy of the proposed approach.

e Ensuring that race and age attributes are retained in the
perturbed face images.

I'The term “unseen” indicates that the classifier or matcher was not used
during the training stage.

2The acronym SAN was simultaneously coined by two independent
research groups. Cao et al. [11] defined Selective Adversarial Networks
for partial style transfer, and Mirjalili ef al. [31] defined Semi Adversarial
Networks for imparting privacy to face images. Here, we use SAN to refer
to the latter.

3. Proposed Method

Previous SAN model [31]: The overall architecture of
the individual SAN models in the ensemble is similar to the
SAN model proposed in [3 1] as shown in Figure 2, but with
a few modifications. The SAN model consists of a convolu-
tional autoencoder to perturb face images, a convolutional
neural network (CNN) as an auxiliary face matcher, and
a CNN as an auxiliary gender classifier. The pre-trained,
publicly available VGG-face CNN [34] is used as the auxil-
iary face matcher. The input gray-scale image is first fused
with a face prototype belonging to the same gender as the
input image. Then 128 feature maps are obtained from the
last layer of the decoder, which are combined with the face
prototype of the opposite gender using 1 x 1 convolutions.
The final image is then passed to both the auxiliary face
matcher and the auxiliary gender classifier to compute its
match score with the original input and its gender proba-
bility, respectively. During training, each input image is re-
constructed by the autoencoder using both same-gender and
opposite-gender prototypes to obtain two different outputs.
Then, three different cost functions are used based on these
outputs. First, a pixel-wise similarity measure between the
input and the output from the same-gender prototype is used
as a cost function to ensure that the autoencoder is able to
construct realistic images. The second cost function is the
L? distance between the face vector of the input image and
those of the outputs to make the autoencoder learn to per-
turb face images such that the accuracy of the face matcher
is retained. The third cost term is the cross-entropy loss ap-
plied to the gender probabilities of the two outputs as com-
puted by the auxiliary gender classifier, where the ground-
truth label of the input image is used for the output of the
same-gender prototype but the reverse is used for the output
of the opposite-gender prototype.

3.1. Ensemble SAN Formulation

We assume that there exists a large set of gender clas-
sifiers G = {G',G?,...,G"}, where each G*(X) predicts
the gender of a person based on a 2D face image, X. Fur-
thermore, we assume a set of face-matchers denoted by
M = {M' M? ... M™}, where each M*(X,, X;) com-
putes the match score between a pair of face images, X,
and X;. The goal of the work is to design an ensemble of
t SAN models, S = {S!,52,..., S}, that can be shown
to generalize to arbitrary gender classifiers. In particular,
we demonstrate that for each face image X, S produces a
set of outputs S(X) = {Y1, Y2 ..., Y''} such that for each
G' € G, there exists at least one output Y7 = S7(X) that is
able to confound G*. At the same time, the outputs, S(X),
can be successfully used for face recognition by the match-

ers in M.
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Figure 1: Diversity in an ensemble SAN can be enhanced
through its auxiliary gender classifiers (see Figure 2). When
the auxiliary gender classifiers lack diversity, ensemble
SAN cannot generalize well to arbitrary gender classifiers.

3.2. Diversity in Autoencoder Ensembles

One of the key aspects of neural network ensembles is
diversity among the individual network models [17]. Sev-
eral techniques have been proposed in the literature for en-
hancing diversity among individual networks in an ensem-
ble, such as seeding the networks with different random
weights, choosing different network architectures, or using
bootstrap samples of the training data [42, 15].

In the context of SAN models, autoencoder diversity can
be imposed in two ways: (a) through training on different
datasets, and (b) by utilizing different auxiliary gender clas-
sifiers. Intuitively, an ensemble of classifiers can only be
useful if individual classifiers do not make similar errors on
the test data [42, 17, 24]. To benefit from ensembles, it is
thus critical to ensure error diversity, which can be accom-
plished by assembling the ensemble from a diverse set of
classifiers. A number of approaches to explicitly measure
ensemble diversity have been reported in the literature [24].

Among the novel contributions of this work is the devel-
opment of ensemble methods for SANs using oversampling
and data augmentation techniques. As shown in Figure 1, if
auxiliary gender classifiers that are used to build a SAN lack
diversity, the ensemble SAN cannot generalize to arbitrary
classifiers. Therefore, in order to ensure generalizability,
we (1) diversify the auxiliary gender classifiers and (2) di-
versify the autoencoder component of the SANs during the
training phase.

3.3. Ensemble SAN Architecture

The original SAN model used single-attribute prototype
images, which were computed by averaging over all male
and female images, respectively, in the training dataset [31].
However, this approach does not take other soft-biometric
attributes into account, such as race and age, which in-
creases the risk of introducing a systematic bias to the
perturbed images if certain attributes are over- or under-
represented in the training dataset. This issue is addressed
in the current work.
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Figure 2: Architecture of the original SAN model [31].

Convolutional
Autoencoder

Encoder Prototype
(Same attribute)

Decoder Prototype
(Same/Opposite attribute)

Training Phase Evaluation Phase

Figure 3: Schematic of the proposed ensemble of ¢ SAN
models. During the training phase, each SAN model, St
is associated with an auxiliary gender classifier G* and an
auxiliary face matcher M* (common across all SANs). Dur-
ing the evaluation phase, the trained SAN models are used
to generate t outputs {Y*, Y2 .. Y}

Proposed Ensemble Model: The overall architecture of
the proposed model is shown in Figure 3. The ensemble
consists of ¢ individual SAN models that are trained inde-
pendently as will be discussed later. Each model is associ-
ated with an individually pre-trained auxiliary gender clas-
sifier and a pre-trained auxiliary face matcher.® After the
training of a SAN model has been completed, the auxiliary
networks (gender classifier and face matcher) are discarded,
and each SAN model S7 is used to generate an output image
Y7 (j € {1,...,t}) from an input image X, which results in
a total of ¢ output images.

We further propose that taking attributes other than just
the attribute of interest (i.e., gender) into account reduces
side-effects such as modifications to the race and age of an
input image. Considering three binary attributes, gender
(male, female), age (young, old), and race (black, white),
we can categorize an input image into one of eight disjoint

3The term auxiliary is used to indicate that these gender classifiers and
face matchers are only used during training and not associated with any of
the “unseen” gender classifiers and face matchers that will be used in the
evaluation phase.



Figure 4: Face prototypes computed for each group of at-
tribute labels. The abbreviations at the bottom of each im-
age refer to the prototype attribute-classes, where Y=young,
O=o0ld, M=male, F=female, W=white, B=black.

groups. For each group, we generate a prototype image,
which is the average of all face images from the training
dataset that belong to that group. Hence, given eight distinct
categories or groups, eight different prototypes are com-
puted. Next, an opposite-attribute prototype is defined by
flipping one of the binary attribute labels of an input im-
age. For example, if the input image had the attribute labels
{young, female, white}, the opposite-gender prototype cho-
sen for gender perturbation would be {young, male, white}.
The face prototype for each group is shown in Figure 4, and
is computed by aligning the corresponding faces onto the
the average face shape of each group.

The similarities and differences between the originally
proposed SAN model and the ensemble SANs developed in
this work are summarized below:

e The autoencoder, auxiliary gender classifier, and aux-
iliary face matcher architectures are similar to the orig-
inal SAN model.

e In contrast to the original SAN model, we construct
face image prototypes to reduce alterations to non-
target attributes such as age and race.

e Instead of training a single SAN model, we create an
ensemble of diverse SAN models that extend the range
of arbitrary gender classifiers that can be confounded
while preserving the utility of arbitrary face matchers.

3.4. Ensemble of SANs: Training Approach

To obtain a diverse set of SAN models, we trained
the individual SAN models using different initial random
weights. Further, we enhanced the diversity among the
models by designing three different training schemes for the
auxiliary gender classifier component of the SAN model as
illustrated in Figure 5 and further described below.

e E1 (regular): Consists of five SANs, where the aux-
iliary gender classifier in each SAN model was initial-
ized with different initial random weights. The models
were trained on the CelebA training partition without
resampling.
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Figure 5: An example illustrating the oversampling tech-
nique used for enforcing diversity among SAN models in
an ensemble. A: A random subset of samples are dupli-
cated. B: Different Ensemble SANs (E1, E2, and E3) are
trained on the CelebA-train dataset. SANs of the El en-
semble are trained on the same dataset with different ran-
dom seeds. In addition to using different random seeds, E2
SAN models are trained on datasets created by resampling
the original dataset (duplicating a random subset of the im-
ages). Finally, for E3, arandom subset of black subjects was
duplicated for training the different SANS in the ensemble.

e E2 (subject-based oversampling): Consists of five
SANSs similar to E1, but in addition to choosing dif-
ferent initial random weights for the auxiliary gender
classifiers, we applied a resampling technique by du-
plicating each sample from a random subset of sub-
jects (representing 10% of the images in the training
set). The selected subjects are disjoint across the five
models, and the samples are duplicated four times.

e E3 (race-based oversampling): Five SANs were
trained, similar to E1 and E2, but instead of resampling
arandom subset of subjects as in E2, we resampled in-
stances of the minority race represented in the CelebA
dataset to balance the racial distribution in the train-
ing data. In particular, a random 10%-subset of black
samples was duplicated 40 times, that is, 10% of the
black samples were copied 40 times and appended to



the training dataset.

3.5. Datasets

We used five face image datasets in this work, viz.,
CelebA [28], MORPH [38], LFW [18], MUCT [30], and
RaFD [25]. The details of the datasets, and how they were
used in this work, are summarized in Table 1. Further-
more, the CelebA and MORPH datasets were split into non-
overlapping training and test partitions, such that the train
and test partitions are subject-disjoint (i.e., if a dataset con-
tained multiple poses of the same person, these were all
included either in the training set or the test set but not
both). CelebA-train was used for training the auxiliary gen-
der classifiers under the three schemes mentioned in the
previous section, as well as for training all the individual
SAN models. The face prototypes were computed using
the CelebA-train and MORPH-train datasets. The remain-
ing datasets were used for evaluating the performance of the
SAN models on unseen gender classifiers and unseen face
matchers.

Table 1: Overview of datasets used in this study. The letters in
the “Usage” column indicate the tasks for which the datasets
were used. A: training auxiliary gender classifiers, B: SAN
training, C: SAN evaluation, D: constructing unseen gender
classifiers used for evaluating SAN models.

#male #female
Dataset . . . . Usage
subjects / images  subjects / images

CelebA-train 4482 /73,549 5163 /103,772 A,B

CelebA-test 502 /7929 581/11,511 C
MORPH-train 10,363 / 41,587 1938 /7567 D
MORPH-test 1143/ 4643 224 /863 C
LFW 4205 /10,064 1448 /2905 D
MUCT 13171844 145 /1910 C
RaFD 42 /1008 25/600 C

3.6. Obtaining Race Labels

Since race labels are not provided in the face datasets
considered in this study, we designed a procedure to effi-
ciently label the face images:

1. Predict the racial labels for individual face images us-
ing a commercial-off-the-shelf (COTS) software.

2. Aggregate the COTS predictions for each subject (for
whom multiple face images with different poses are
present in a given dataset) by majority voting. For ex-
ample, if five face images of a given subject exist and
three face images are labeled as white and two face im-
ages are labeled as black, the label white was assigned
to all five face images of the given subject.

Table 2: Error rates of the auxiliary gender classifiers
on the CelebA / MORPH-test datasets. E3 (95% confi-
dence interval: 5.46%-5.63%) performs significantly better
(p < 0.01) on the MORPH dataset compared to E1 (CI95:
6.24%—6.42%) and E2 (CI95: 6.25%—6.43%). At the end,
ensemble diversities are reported [24].

Auxiliary El: E2: E3:

Classifier Regular Subject-based  Race-based
G! 2.25/5.56 2.07/6.24 2.29/5.17
G? 2.11/6.20 2.03/6.45 1.97/5.28
a3 2.03/6.38 2.06/6.46 2.13/5.04
G4 2217697 2.03/5.85 1.99/6.96
G* 2.42/6.53 2.12/6.72 2.02/5.28

Average: 2.20/6.33 2.06/6.34 2.08/5.55
Diversity:  0.047/0.079  0.044/0.076  0.045/0.083

3. Group the subjects based on their predicted majority
class label from the previous step. Then, visually in-
spect one face image per subject and correct the class
labels for all face images of a given subject if the class
label was assigned incorrectly.

4. Experiments and Results

As described in Section 3, we trained and evaluated three
auxiliary gender classifiers associated with the three ensem-
ble SAN models: E1, E2, and E3. Table 2 summarizes the
performance of these three models in terms of their gen-
der classification errors on the CelebA-test and MORPH
datasets. While the performance of E1 and E2 are simi-
lar, E3 outperforms E1 and E2 on MORPH. Given that 77%
of the face images in the MORPH dataset have the class la-
bel black, it is evident that oversampling examples of the
under-represented race during training could have helped
overcome the algorithmic bias in gender classification.

Based on the results from Table 2, the ensemble of aux-
iliary gender classifiers in E3 achieves higher accuracy on
the MORPH-test dataset. In addition, in Table 2, we com-
puted the entropy as an empirical measure of ensemble di-
versity [24], and the results confirm that auxiliary gender
classifiers in E3 have higher diversity. Hence, we selected
the ensemble SAN E3 for evaluation on unseen gender clas-
sifiers and face matchers. Figure 6 shows example images
with their perturbed outputs from each of the SAN models
in E3. In the remainder of the document, SAN-1 to SAN-5
denote the 5 models pertaining to E3.

4.1. Unseen Gender Classifiers

In order to assess the performance of the proposed en-
semble SAN in confounding an arbitrary gender classifier,
we used 9 gender classifiers that were not available to any
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Figure 6: Four example images with their perturbed outputs using the original SAN model from Ref. [31] and the outputs
of five individual SAN models. Note that the ensemble SAN generates diverse outputs that is necessary for generalizing to

arbitrary gender classifiers.

of the SAN models during training, as noted in Table 3.
We used five pre-trained models: a commercial-of-the-shelf
gender classifier (G-COTS), IntraFace [14], AFFACT [16],
and two additional Convolutional Neural Network(CNN)-
based gender classifiers from Ref. [8]. In addition to the
five existing gender classifiers, we also included CNN-
based gender classifiers that were trained on three datasets,
MORPH-train, LFW, and a merged version of MORPH-
train and LFW. The CNN architecture of each of these gen-
der classifiers contain five convolutional layers, each fol-
lowed by SELU [23] activation units and a max-pooling
layer. Inspired by HyperFace [30], the feature maps from
the third convolution layer are fused with those of the last
convolution layer to provide features with hierarchical re-
ceptive fields for classification. The fused feature maps
then undergo a global average pooling prior to two fully-
connected layers, which were followed by a final sigmoid
activation function. Two CNN models, named CNN-LFW
and CNN-MORPH, were trained on the MORPH-train and
LFW datasets, respectively, after the datasets were balanced
by oversampling the female samples. A third CNN model,
called CNN-Merged, was trained on the merged MORPH-
train/LFW dataset, after balancing the male/female ratio,
as well as balancing the size of the two datasets since
MORPH-train is almost five times larger than LFW. Fur-
thermore, we also applied data augmentation during train-
ing by randomly adjusting illumination and contrast using
the Torchvision library and PyTorch software [35]. Finally,
for the fourth gender predictor, we used CNN-Merged but
applied data augmentation in the evaluation phase as sug-
gested in [16]. Some examples of this data augmentation
during evaluation are shown in Figure 7. The illumination
and contrast of a test sample is varied randomly to obtain
seven samples. The augmented face images were then eval-

Table 3: List of the nine unseen gender classifiers used for
evaluating the outputs of the proposed ensemble SAN mod-
els.

Pre-trained models ‘ In-house trained CNN models

G-COTS CNN-MORPH
IntraFace [14] CNN-LFW
AFFACT [16] CNN-Merged

Ref. [8]-A
Ref. [8]-B

a0auauE -
TEE R
TITEHE

Figure 7: Data augmentation at the evaluation phase using
random illumination and contrast adjustments. The left col-
umn shows the perturbed images before augmentation, and
the next seven columns show the samples used for augmen-
tation along with their gender prediction scores. Finally,
average prediction scores obtained using the CNN-Merged
model on these seven augmented samples are computed and
denoted as CNN-Aug-Eval in the text.

CNN-Aug-Eval

uated by the gender predictor, CNN-Merged, and the av-
erage score of the seven different modified test samples is
reported; this is denoted as CNN-Aug-Eval (examples of
the seven augmentation methods are shown in Figure 7,
columns 2-8).

The performance of all nine unseen gender classifiers is
shown in Figure 8. The ROC curves of gender prediction on



the perturbed images generated by each SAN model is com-
pared with the ROC curves of gender prediction on the orig-
inal samples from the CelebA-test, MORPH-test, MUCT,
and RaFD datasets. The ROC curves indicate that the gen-
der classification performance varies widely across the SAN
models. In certain cases, the perturbations made by some
of the SAN models improve the performance of the gen-
der classifier compared to their performance on the origi-
nal data. In contrast to the original SAN model [31] (also
shown in Figure 8 for comparison), it is always possible to
find at least one SAN model in the ensemble that can ef-
fectively degrade the gender classification performance for
a given image.

To illustrate the advantage of the proposed ensemble
SAN over a single SAN, we did the following. For each un-
seen gender classifier, we selected the best-perturbed sam-
ple for each face image, X, based on the ground-truth gen-
der label as follows:

i=1..5 ; ) ) (1)
max P(S'(X)), if X is female.

1=1..5

min P(S*(X)), if X is male;
Pyest =

The ROC curve using the best-perturbed sample is
shown in Figure 8 for each gender classifier. The results
suggests that diversity among individual SAN models is
necessary for confounding unseen gender classifiers.

4.2. Unseen Face Matchers

Next, we show the performance of unseen face match-
ers on the original and perturbed samples. For this anal-
ysis, we utilized four face matchers: a commercial-of-the-
shelf face matcher (M-COTYS) that has shown state-of-the-
art performance in face recognition, and face representa-
tion vectors obtained from DR-GAN [44], FaceNet [40],
and OpenFace [7]. For the latter three choices, we used
the cosine-similarity measure between a pair of face vec-
tors to measure their degree of dissimilarity. Figure 9 shows
the performance of these four matchers on the four evalua-
tion datasets. The performance of M-COTS and DR-GAN
on perturbed samples matches closely with that of original
samples, except for some minor deviations for the DR-GAN
matcher on the RaFD dataset. Performance of FaceNet and
OpenFace on perturbed samples shows marginal deviation
from that of original samples. In contrast, the face mixing
approach [33] results in significant drop in performance of
unseen face matchers, thereby suggesting that these outputs
have lost their biometric utility.

Practical Implementation: In a practical application,
we may not have a priori knowledge about the arbitrary
gender classifier. Given an arbitrary gender classifier, one
way to utilize the ensemble SAN is by randomly selecting
one of the ¢t perturbed images. The result of such a ran-
dom SAN model selection is shown in Figure 8. As the

results illustrate, in most cases, randomly selecting a SAN
model from the E3 ensemble results in better performance
in terms of confounding arbitrary unseen gender classifiers
compared to using a single SAN model. Furthermore, ran-
domly selecting one SAN output does not degrade the face
matching performance (Figure 9).

Randomly selecting a perturbed sample tends to conceal
the true gender label, since flipping the predicted label may
or may not result in the true label of the original sample.

While gender recognition from a human perspective was
not the main focus of this study, we may consider a hu-
man observer as an arbitrary gender classifier. The degree
to which the gender information is concealed from human
observers will be a subject of future studies.

5. Conclusions

In this work, we focused on addressing one of the main
limitations of previous gender privacy methods, viz., their
inability to generalize across multiple previously unseen
gender classifiers. In this regard, we proposed an ensemble
technique that generates diverse perturbations for an input
face image, and at least one of the perturbed outputs is ex-
pected to confound the gender information with respect to
an arbitrary gender classifier. We showed that randomly se-
lecting perturbations for face images stored in a biometric
database is an effective way for enabling gender privacy. In
addition, we have showed that the face matching accuracy
is retained for all perturbed outputs, thereby preserving the
biometric utility of the face images.

For future work, we will extend the proposed privacy-
preserving scheme to multiple soft-biometric attributes in-
cluding age and race, and design a SAN model that can con-
found a selected combination of attributes while preserving
matching performance. This is expected to enhance the pri-
vacy of individuals whose biometric data is stored in central
databases.
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