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https://arxiv.org/abs/2103.00823

• Collaboration between Alibaba  
and Tsinghua University 


• 1.9 Tb of images  
+ 292 Gb of text


• Chinese, not English


• Trained 10 and 100 billion 
parameter transformers


• Pre-trained model can be used 
for many tasks: generating 
descriptions, image search, 
question answering, poem 
generation etc.

Table 1: Statistics of our pretraining dataset. We demonstrate the sources of our data, and we calculate the number of images,
tokens, and passages, the average length, as well as the size of image and text.

Source Modality Images (M) Tokens (B) Passages (M) Avg. Length Image Size (TB) Text Size (GB)

Encyclopedia Plain-text - 31.4 34.0 923.5 - 65.1
Community QA Plain-text - 13.9 113.0 123.0 - 28.8
Forum discussion Plain-text - 8.7 39.0 223.1 - 18.0
Common Crawl Plain-text - 40.3 108.7 370.7 - 83.3

Encyclopedia Image & Text 6.5 7.9 10.4 759.6 0.1 15.0
Crawled Webpages Image & Text 46.0 9.1 106.0 85.8 1.5 70.0

E-commerce Image & Text 8.0 0.5 8.5 62.1 0.3 12.2

Total - 60.5 111.8 419.6 266.4 1.9 292.4

Å
Image Source & Text

Source:Encyclopedia
广东草龟是属于曲颈龟亚目龟科的一种草龟。又称黑颈乌龟。
The Guangdong tortoise is a kind of tortoise belonging to Cryptodira. Also known as black-necked turtle.

Source:Crawled Webpages
根据之前信息，马斯克称Cybertruck将配备三种动力版本，其中包括单电机后驱，双电机后驱和三
电机全驱版本。
According to previous information, Musk said that Cybertruck will be equipped with three power versions, 
including a single-motor rear drive, a dual-motor rear drive and a three-motor full-drive version.

Source:E-commerce
柔软的针织面料就能给人一种舒服的感觉，大篇幅的印花以点缀的作用让整体显得更加青春阳光，
宽松简约落肩尽显时尚风范，十分适合日常穿搭。
The soft knitted fabric can give people a comfortable feeling. The large-length prints make the whole look 
more youthful and sunny with the effect of embellishment. The loose and simple shoulders show a 
fashionable style, which is very suitable for daily wear.

Figure 1: Examples of the multimodal data of M6-Corpus. We demonstrate three cases that belong to di�erent categories,
including encyclopedia, crawled webpages, and product description.

Table 2: Comparison with the existing large-scale Chinese
corpora for pretraining. Our dataset is the largest dataset for
Chinese pretraining. The size of texts is larger than that of
the existing datasets, and the size of images is even larger
than that of ImageNet.

Dataset Text Size (GB) Image Size (GB) Multidomain

CN-Wikipedia 1.6 ⇥ ⇥
THUCTC 2.2 ⇥ ⇥

HFL 21.6 ⇥ X
CLUE Corpus 100.0 ⇥ X
ImageNet ⇥ ⇠1000 X
M6-Corpus 292.4 1900 X

3.1 Visual and Linguistic Inputs
The mainstreammultimodal pretraining methods transform images
to feature sequences via object detection. However, the performance

of the object detectors as well as the expressivity of their backbones
strongly impact the �nal performance of the pretrained models in
the downstream tasks. We observe that a large proportion of the
images contain only a few objects. Take the images of the data of
e-commerce as an example. We randomly sample 1M images and
perform object detection on the images. The results show that over
90% of the images contain fewer than 5 objects. Also, the objects
have high overlapping with each other. To alleviate such in�uence,
we turn to a simple but e�ective solution following Gao et al. [11]
and Dosovitskiy et al. [8]. In general, we split an image into patches
and extract features of the 2D patches with a trained feature ex-
tractor, say ResNet-50. Then we line up the representations to a
sequence by their positions.

The processing of the input word sequence is much simpler.
We follow the similar preprocessing procedures in the previous
work [4, 10, 22]. We apply WordPiece [32, 43] and masking to the
word sequence and embed themwith an embedding layer, following
BERT [6].

https://arxiv.org/abs/2103.00823
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Source & Text
Source:Encyclopedia
神经网络是一种运算模型，由大量的节点（或称神经元）之间相互连接构成，其在模式识别、智能机器人等领域已经成
功解决了许多实际问题。
Neural network is a computational model, which is composed of a large number of nodes (or neurons) connected to each other. It 
has successfully solved many practical problems in the fields of pattern recognition and intelligent robots.
Source:Community QA
宽带连接不上、本地连接不见了、是不是网卡坏了？
回答：这个问题很简单，最大的可能就是你把驱动误删了。
The broadband connection is not available, the local connection is missing, is the network card broken? 
Answer: This problem is very simple. The most likely reason is that you deleted the driver by mistake.
Source:Forum discussion
如何评价1700亿参数的GPT-3？
回答：GPT-3依旧延续自己的单向语言模型训练方式，不过这次的训练数据有570GB。
How to evaluate the 170 billion parameter GPT-3? 
Answer: GPT-3 continues its single-direction language model training method, but this time the size of its training dataset is
570GB.
Source:Common Crawl
北京市互联网金融行业协会的前身为北京市网贷行业协会，成立于2014年12月，是中国第一个网贷行业协会组织。
The predecessor of the Beijing Internet Finance Industry Association was the Beijing Internet Loan Industry Association. It was 
established in December 2014 and is the first online loan industry association in China.

Figure 2: Examples of the plain text data of M6-Corpus. We demonstrate three cases that belong to di�erent categories, includ-
ing encyclopedia, community QA, forum discussion, and common crawl.
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Figure 3: An overview of the pretraining tasks for M6. The design of masking strategies allows the learning of di�erent tasks
under the same framework. M6 is pretrained with image-based text denoising, image captioning, text denoising, and language
modeling.

3.2 Uni�ed Encoder-Decoder
We integrate the image embeddings 48 and the word embeddings 4C
into the cross-modal embedding sequence 4 = {48 , 4C }. We send the
sequence to the transformer backbone for high-level feature extrac-
tion. To di�er their representations, we add corresponding segment
embeddings for di�erent modalities. Speci�cally, we leverage the

self-attention-based transformer blocks for our uni�ed cross-modal
representation learning. To be more speci�c, the building block is
identical to that of BERT or GPT, which consists of self attention
and point-wise feed-forward network (FFN). On top of the trans-
former backbone, we add an output layer for word prediction, and
thus we tie its weights to those of the embedding layer.

https://arxiv.org/abs/2103.00823

https://arxiv.org/abs/2103.00823
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Phantom of the ADAS:
Phantom Attacks on Driver-Assistance Systems

Ben Nassi1, Dudi Nassi1, Raz Ben-Netanel1, Yisroel Mirsky1,2, Oleg Drokin3, Yuval Elovici1

Video Demonstration - https://youtu.be/1cSw4fXYqWI
{nassib,nassid,razx,yisroel,elovici}@post.bgu.ac.il, green@linuxhacker.ru

1 Ben-Gurion University of the Negev, 2 Georgia Tech,3 Independent Tesla Researcher

ABSTRACT

The absence of deployed vehicular communication sys-
tems, which prevents the advanced driving assistance systems
(ADASs) and autopilots of semi/fully autonomous cars to
validate their virtual perception regarding the physical en-
vironment surrounding the car with a third party, has been
exploited in various attacks suggested by researchers. Since
the application of these attacks comes with a cost (exposure
of the attacker’s identity), the delicate exposure vs. application
balance has held, and attacks of this kind have not yet
been encountered in the wild. In this paper, we investigate a
new perceptual challenge that causes the ADASs and autopi-
lots of semi/fully autonomous to consider depthless objects
(phantoms) as real. We show how attackers can exploit this
perceptual challenge to apply phantom attacks and change
the abovementioned balance, without the need to physically
approach the attack scene, by projecting a phantom via a
drone equipped with a portable projector or by presenting a
phantom on a hacked digital billboard that faces the Internet
and is located near roads. We show that the car industry has
not considered this type of attack by demonstrating the attack
on today’s most advanced ADAS and autopilot technologies:
Mobileye 630 PRO and the Tesla Model X, HW 2.5; our
experiments show that when presented with various phantoms,
a car’s ADAS or autopilot considers the phantoms as real
objects, causing these systems to trigger the brakes, steer into
the lane of oncoming traffic, and issue notifications about
fake road signs. In order to mitigate this attack, we present
a model that analyzes a detected object’s context, surface,
and reflected light, which is capable of detecting phantoms
with 0.99 AUC. Finally, we explain why the deployment
of vehicular communication systems might reduce attackers’
opportunities to apply phantom attacks but won’t eliminate
them.

I. INTRODUCTION

After years of research and development, automobile tech-
nology is rapidly approaching the point at which human
drivers can be replaced, as cars are now capable of supporting
semi/fully autonomous driving [1, 2]. While the deployment
of semi/fully autonomous cars has already begun in many
countries around the world, the deployment of vehicular
communication systems [3], a set of protocols intended for

a b

Fig. 1: Perceptual Challenge: Would you consider the projec-
tion of the person (a) and road sign (b) real? Telsa considers
(a) a real person and Mobileye 630 PRO considers (b) a real
road sign.

exchanging information between vehicles and roadside units,
has been delayed [4]. The eventual deployment of such sys-
tems, which include V2V (vehicle-to-vehicle), V2I (vehicle-to-
infrastructure), V2P (vehicle-to-pedestrian), and V2X (vehicle-
to-everything) communication systems, is intended to supply
semi/fully autonomous cars with information and validation
regarding lanes, road signs, and obstacles.

Given the delayed deployment of vehicular communication
systems in most places around the world, autonomous driving
largely relies on sensor fusion to replace human drivers.
Passive and active sensors are used in order to create 360�

3D virtual perception of the physical environment surrounding
the car. However, the lack of vehicular communication system
deployment has created a validation gap which limits the
ability of semi/fully autonomous cars to validate their virtual
perception of obstacles and lane markings with a third party,
requiring them to rely solely on their sensors and validate one
sensor’s measurements with another. Given that the exploita-
tion of this gap threatens the security of semi/fully autonomous
cars, we ask the following question: Why haven’t attacks
against semi/fully autonomous cars exploiting this validation
gap been encountered in the wild?

Various attacks have already been demonstrated by re-
searchers [5–14], causing cars to misclassify road signs [5–10],
misperceive objects [11, 12], deviate to the lane of oncoming
traffic [13], and navigate in the wrong direction [14]. These
attacks can only be applied by skilled attackers (e.g., an expert

https://eprint.iacr.org/2020/085.pdf


https://eprint.iacr.org/2020/085.pdf
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Adversarial Laser Beam: Effective Physical-World Attack to DNNs in a Blink

Ranjie Duan1† Xiaofeng Mao2 A. K. Qin1 Yun Yang1 Yuefeng Chen2 Shaokai Ye3 Yuan He2

1Swinburne University of Technology 2Alibaba Group
3EPFL

Abstract

Though it is well known that the performance of deep
neural networks (DNNs) degrades under certain light con-
ditions, there exists no study on the threats of light beams
emitted from some physical source as adversarial attacker
on DNNs in a real-world scenario. In this work, we show
by simply using a laser beam that DNNs are easily fooled.
To this end, we propose a novel attack method called Adver-
sarial Laser Beam (AdvLB), which enables manipulation
of laser beam’s physical parameters to perform adversar-
ial attack. Experiments demonstrate the effectiveness of our
proposed approach in both digital- and physical-settings.
We further empirically analyze the evaluation results and
reveal that the proposed laser beam attack may lead to some
interesting prediction errors of the state-of-the-art DNNs.
We envisage that the proposed AdvLB method enriches the
current family of adversarial attacks and builds the founda-
tion for future robustness studies for light.

1. Introduction

Natural phenomena may play the role of adversarial at-
tackers, e.g. a blinding glare results in a fatal crash of a
Tesla self-driving car. What if a beam of light can adver-
sarially attack a DNN? Further, how about using a beam
of light, specifically the laser beam, as the weapon to per-
form attacks. If we can do that, with the fastest speed in the
world, the laser beam could achieve the fastest attack with
no doubts. As shown in Figure 1, by using an off-the-shelf
lighting device such as a laser pointer, the attacker can ma-
liciously shoot a laser beam onto the target object to make
the self-driving car fail to recognize target objects correctly.

We regard the attack illustrated in Figure 1 as a new
type of adversarial attack, which is crucial but not yet ex-
ploited. Up to now, most researchers study the security of
DNNs by exploring various adversarial attacks in digital-
settings, where input images are added with deliberately

†Works done when intern at Alibaba
‡Code is available at https://github.com/RjDuan/Advlight

Figure 1: An example. When the camera of self-driving
car captures object shot by the laser beam, it recognizes
”trolleybus” as ”amphibian” and ”street sign” as ”soap dis-
penser”.

crafted perturbations and then fed to the target DNN model
[23, 10, 6, 3, 18]. However, in physical-world scenarios,
images are typically captured by cameras and then directly
fed to the target models, where attackers cannot directly ma-
nipulate the input image. Some recent efforts in developing
physical-world attacks are addressed in [21, 8, 2, 7, 14].
The physical-world adversarial examples typically require
large perturbations, because small perturbations are hard
to be captured by cameras. In addition, the attacking ef-
fects of adversarial examples of small perturbations can be
easily mitigated in complex physical-world environments
[21, 9, 7]. Meanwhile, physical-world adversarial exam-
ples require high stealthiness to avoid being discovered by
either the victim or defender before performing an attack
successfully. Thus for creating physical-world adversarial
examples, there is always a compromise between stealthi-
ness and adversarial strength.

Most existing physical-world attacks adopt a ”sticker-
pasting” setting, i.e., the attacker prints adversarial pertur-
bation as a sticker and then pastes it onto the target ob-
ject [16, 2, 7, 8]. These attacks achieve the stealthiness of
adversaries with extra efforts of designing adversarial per-
turbation or camouflaging adversarial images and finding
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https://ai.facebook.com/research/publications/applying-algorithmic-fairness-approaches-to-production-systems

https://ai.facebook.com/research/publications/applying-algorithmic-fairness-approaches-to-production-systems
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The Deep Bootstrap Framework: Good Online Learners are Good Offline 
Generalizers: https://arxiv.org/abs/2010.08127

https://ai.googleblog.com/2021/03/a-new-lens-on-understanding.html

https://arxiv.org/abs/2010.08127
https://ai.googleblog.com/2021/03/a-new-lens-on-understanding.html
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https://ai.facebook.com/blog/seer-the-start-of-a-more-powerful-flexible-and-accessible-era-for-computer-vision

• SEER = SElf-supERvised
• new billion-parameter self-supervised computer vision model
• pretraining on a billion random, unlabeled and uncurated public Instagram images
• self-supervised SOTA:  reaching 84.2 percent top-1 accuracy on ImageNet
• SwAV (https://arxiv.org/abs/2006.09882) uses online clustering to rapidly group images 

with similar visual concepts and leverage their similarities (doesn't need pair-wise 
comparisons; fast)

Self-supervised Pretraining of Visual Features in the Wild: https://arxiv.org/abs/2103.01988


https://arxiv.org/abs/2006.09882

https://ai.facebook.com/blog/seer-the-start-of-a-more-powerful-flexible-and-accessible-era-for-computer-vision
https://arxiv.org/abs/2006.09882
https://arxiv.org/abs/2103.01988
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